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Household voice-activated digital assistant devices, such as Amazon’s Echo and Google’s Home, have ushered in a new era of personal data collection from consumers. Personal data is easier than ever to obtain and virtually impossible to delete from the service provider once it’s transmitted from the capturing device.\(^1\) Since these devices’ relatively recent emergence in the mass market in 2015, more than 39 million consumers have incorporated them into their homes, and subsequently, their intimate lives.\(^2\) Digital assistant devices continue to grow rapidly in popularity.\(^3\) The data these devices acquire funnels into virtual acres

---


\(^{3}\) Mike Jeffs, *OK Google, Siri, Alexa, Cortana; Can you tell me some stats on voice search?*, BRANDED (Jan. 8, 2018) (stating that technology experts predict 50% of all searches will be voice searches, about 30% of searches will be done without a screen, and there will be 21.4 million smart speakers in the U.S. by 2020).
upon acres of servers across the globe.⁴

Forget Bitcoin—data is the digital economy’s most valuable currency.⁵ Google and Facebook boast some of the largest repositories of personal data, because of the free use of their digital applications and messaging services.⁶

Google and Facebook also control a majority of the global market in online advertising, with their business model built squarely upon unrestricted access to this personal data.⁷ As “surveillance capitalism” fuels what is expected to be a $203 billion-plus industry in “Big Data” and business analytics by 2020, companies and governments are racing to collect and collateralize this prized asset.⁸

Companies have engaged in fierce legal battles over ownership, possession, and, in some cases, repossession of certain consumer data.⁹ Consumers have challenged corporate behemoths by asserting rights to data they allegedly generated.¹⁰ Recently, the federal government interceded in corporate

---


¹⁰ See Rebecca Lipman, Online Privacy and the Invisible Market for Our Data, 120 PENN ST. L. REV. 777, 789-90 (2016) (discussing limited protections afforded to consumers against companies); Francesca Fontana, Lawsuits Against Facebook Over Data Privacy
bankruptcies and mergers involving the potential transfer of personal consumer data. Even financially stable companies pledge enormous assets of personal consumer data as collateral. These events give rise to an important question of whether companies should be collateralizing—that is, pledging an asset to the lender as security in the event the borrower defaults on the loan—data they may not be authorized to sell.

Courts and legislatures have attempted to develop contract law, property law, secured transactions law, and statutes that balance parties’ rights and obligations with respect to data. Despite these efforts, judicial hurdles and limited interpretations have precluded remedies under these legal approaches. In some cases, part of the challenge stems from incompatible results arising out of differing legal approaches.

This comment introduces the dynamics of voice-captured data in the scheme of Big Data while examining the implications of its collection and use under various laws. Part I investigates the mechanics of data collection and transmission via voice-enabled devices, along with data’s progressive dissemination into the stream of commerce. Part II probes the legal classification of voice-captured data, which eludes clear-cut categorization by virtue of its

---


12. Natasha Singer & Jeremy B. Merrill, When a Company Is Put Up for Sale, in Many Cases, Your Personal Data Is, Too, N.Y. TIMES (June 28, 2015), https://www.nytimes.com/2015/06/29/technology/when-a-company-goes-up-for-sale-in-many-cases-so-does-your-personal-data.html (discussing how prominent companies like Facebook and Apple provide policies that consumer data may be transferred if a merger or other transaction occurs in their terms of service).


14. Consumer Privacy Protection Act of 2017, S. 2124, 115th Cong. 1st Session (2017); see, e.g., Carlsen v. GameStop, Inc., 833 F.3d 903, 911 (8th Cir. 2016) (holding that a website operator who allegedly disclosed personal user information did not breach a contract because the terms of use did not provide that the website would not disclose user information); Lewert v. P.F. Chang’s China Bistro, Inc., 819 F.3d 963, 968 (7th Cir. 2016) (holding that plaintiff’s whose data was breached by the chain restaurant did not have a property right to their personally identifiable data); Apple, Inc. v Superior Court, 292 P.3d 883, 896 (Cal. 2013) (holding that merchant defendant was not prohibited from recording personal identification information of consumers for downloadable products).

15. See Nguyen, supra note 13, at 593-99 (discussing different governmental regulatory approaches of consumer privacy collateralization).
changeable form, ownership, and function. After evaluating voice-captured
data’s simultaneous character as original speech, personal information, and a
sellable commodity, Part III will discuss the conflicting interests surrounding
the use of voice-captured personal data and identify the weaknesses in the
predominant legal frameworks through which the chain of ownership is
currently analyzed.

Part IV proposes different ways of applying existing legal principles, as well
as new federal legislation, to better align and distribute these interests among
stakeholders of voice captured data. Property law’s legal framework is well-
suited to handle such data ownership since it allows shared ownership with
multiple concurrent users of the same asset and recognizes public rights in
private property.16 Adjusting the process by which security interests in voice-
captured data are created and enforced may help protect the data’s integrity
while minimizing unintended transfers that may harm consumers.17 Ultimately,
statutory relief may be the best method to protect and restore certain rights to
consumers in their own voice-captured personal data.

I. COLLECTION AND USE OF VOICE CAPTURED PERSONAL DATA

A. What Are Voice-Activated Digital Assistant Devices, and How Do They
Work?

A voice-activated digital assistant device, also known as a “voice assistant”
or “smart speaker,” is an “intelligent voice recognition and natural language
understanding service that allows [users] to voice-enable any connected device
that has a microphone and speaker.”18 Popular devices include the Amazon Echo
(also called “Alexa”) and Google Home.19 These devices can perform a variety
of tasks including answering questions, sending messages, playing audio books
or music, paying bills, tracking packages, and controlling smart-home

16 See Paul M. Schwartz, Property, Privacy, and Personal Data, 117 HARV. L. REV.
2055, 2057–58 (2004) (discussing competing legal theories of treating personal data as
property).
17 See e.g., Danita Arrowood et. al., Integrity of the Healthcare Record: Best Practices
(illustrating the need for a process to secure dictated data in the healthcare sphere).
18 Kim Wetzel, What is Alexa? It’s Amazon’s new virtual assistant, DIGITAL TRENDS
(May 11, 2018, 11:09 AM), https://www.digitaltrends.com/home/what-is-amazons-alexa-
and-what-can-it-do.
19 Id.; Jenny McGrath, Google Home review, DIGITAL TRENDS (May 20, 2018, 08:00
Smart-speakers have been integrated into multiple forms of electronic devices, including televisions, phones, cars, cameras, and even lamps. As novel as smart devices seem today, voice-enabled technology has been utilized in consumer technology for over two decades. For example, in 1992, the automobile industry debuted voice-activated, on-board GPS systems in cars. In 2012, Samsung introduced their “Smart TV”; the first television with a smart speaker. And finally, Microsoft launched Cortana on Windows 10 desktops and mobile devices in 2015.

To enable the voice-assistant device to transmit queries and retrieve responses, the user must link it to a specified personal account, such as their Amazon or Apple account. Google and Amazon have enabled their devices to distinguish between multiple users and associate their voice with their own personal account. Google Home is capable of recognizing up to six users’ voices and answering their queries based on their Google account. While, Alexa can switch user accounts on demand. Nevertheless, individuals who do not have an associated account with the device’s company can still activate and generate recorded data to the server.


27 Townsend, supra note 26.


29 James Stables, Multiple Alexa accounts: How to create household profiles and use
The device is programmed to respond to an activation word or an “awake word”.\textsuperscript{30} Once the activation word triggers the device, it sends a visual signal that it’s ready to interact, such as a flash of light at the crown of the speaker.\textsuperscript{31} The devices themselves have a relatively limited understanding of speech.\textsuperscript{32} Without further assistance, the devices are only programmed to understand their respective wake words, and can only respond if connected to the Internet.\textsuperscript{33} To instantly interact with users, the device is technically always listening and can remain in “awake” mode even when its signal does not indicate it is awake.\textsuperscript{34} Users also report inadvertent activation of voice-activated devices.\textsuperscript{35} Any voice within audible range of the device can activate it by pronouncing its awake word—this includes voices originating from electronic sources such as televisions and audio players.\textsuperscript{36}

Once the device picks up the wake word, it begins recording the user’s speech and the ensuing conversation.\textsuperscript{37} The device wirelessly transmits the recorded speech to a remote server, then the remote server processes the query and sends back an appropriate response based on information it procures.\textsuperscript{38} Operating as a control center, the remote servers can immediately transmit customized information from thousands of miles away to the comfort of a user’s home.\textsuperscript{39} Half of surveyed device owners reported using their device in a common room such as a living room, one-quarter reported using it in the bedroom, and the third


\textsuperscript{31} Moynihan, supra note 25; Wetzel, supra note 18; see e.g., Taylor Martin, What the light ring colors on Amazon Echo speakers mean, CNET (June 26, 2017, 3:37 PM), https://www.cnet.com/how-to/light-ring-colors-amazon-echo-alexa.

\textsuperscript{32} Moynihan, supra note 25.


\textsuperscript{36} Id.; Sara Chodosh, How to keep your kid from ordering four pounds of cookies with Amazon’s Alexa, POPULAR SCI. (Jan. 6, 2017), https://www.popsci.com/how-to-stop-amazon-alexa-buying-things-you-dont-want.

\textsuperscript{37} Bhattacharya, supra note 36.

\textsuperscript{38} Moynihan, supra note 25.

\textsuperscript{39} Id.; Nick Statt, Amazon may give app developers access to Alexa audio recordings, THE VERGE (Jul 12, 2017, 2:51 PM), https://www.theverge.com/2017/7/12/15960596/amazon-alexa-echo-speaker-audio-recordings-developers-data.
most common room was the bathroom.\footnote{Dave Chaffey, \textit{Consumer use of voice-controlled digital assistants / smart speakers}, \textit{SMART INSIGHTS} (Jan. 15, 2018), https://www.smartinsights.com/digital-marketing-strategy/consumer-use-of-voice-controlled-digital-assistants-smart-speakers.}

B. What Happens to the Data Captured?

The physical device does not locally store the voice data it captures; instead the recordings are stored on Amazon or Google servers.\footnote{Mary Hanbury, \textit{Amazon’s Alexa keeps recordings of your voice – here’s how to listen to them}, \textit{BUSINESS INSIDER} (May 25, 2018, 11:56 AM), https://www.businessinsider.com/amazon-alexa-voice-recordings-how-to-access-them-2018-5.} It captures this data even when the device is offline.\footnote{Moynihan, \textit{supra} note 25; Tim Collins, \textit{Google and Amazon really DO want to spy on you: Patent reveals future versions of their voice assistants will record your conversations to sell you products}, \textit{DAILY MAIL} (Dec.15, 2017, 10:28 AM), http://www.dailymail.co.uk/sciencetech/article-5182577/How-Google-Amazon-SPYING-you.html; Sharon Profis & Rick Broida, \textit{Amazon Echo saves all your voice data. Here’s how to delete it.}, \textit{CNET} (May 31, 2018, 11:50 AM), https://www.cnet.com/how-to/amazon-echo-saves-all-your-voice-data-heres-how-to-delete-them/.} Google’s device records a speaker’s voice and other audio, including a few seconds of sound before the activation.\footnote{Collins, \textit{supra} note 42.} Users who have examined the recorded data, either via a separate app or by playing it back from the device, have discovered unexpectedly recorded voice data.\footnote{Id.} Users may delete some of the data on most devices, or may mute the device to prevent further recording.\footnote{See generally Todd Haselton, \textit{Amazon stores every conversation you have with Alexa – here’s how to delete them}, \textit{CNBC} (Nov. 19, 2018, 1:59 PM), https://www.cnbc.com/2018/11/19/how-to-delete-amazon-alexa-conversations.html; Profis & Broida \textit{supra} note 42; Moynihan, \textit{supra} note 25.} However, the recorded data transmitted to the remote servers remains in the companies’ databases.\footnote{Moynihan, \textit{supra} note 25.} Amazon, Google, and Apple claim to use this data to enhance the systems’ functionality, improve speech recognition, better understand voice commands, and provide a more customized user experience.\footnote{Collins, \textit{supra} note 43; Statt, \textit{supra} note 40; \textit{This is how we protect your privacy}, \textit{APPLE}, https://www.apple.com/privacy/approach-to-privacy (last visited Dec. 29, 2018).} Microsoft allegedly set up fake apartments for the sole purpose of recording and analyzing speech patterns.\footnote{Moynihan, \textit{supra} note 25.} While these companies may legitimately stockpile millions of users’ conversations to analyze their voices and preferences as a means to improve the product, some groups have expressed concern over selling this data to third-parties.\footnote{Kate Nicholson, \textit{Experts caution against using digital assistants without knowing...}
and storing data, these consumers’ concerns regarding exploitation may be legitimate as companies push further into advertising.\(^\text{50}\) As of July 2017, Amazon was considering selling this data to third parties.\(^\text{51}\) Since the voice data is connected with the user’s account and registered with the company, the company may sell voice data to interested third parties.\(^\text{52}\) The data can include the user’s Internet searches, shopping lists, entertainment preferences, app downloads, purchases, and general household habits.\(^\text{53}\)

Consumer Watchdog, a California based advocacy group, studied patent applications filed for future smart devices.\(^\text{54}\) It found Amazon’s and Google’s patent applications indicate that smart speakers are being designed to identify individuals by voice and locally build advertising profiles geared towards them without the wake word being spoken.\(^\text{55}\) Amazon envisions the next wave of Alexa-enabled devices using information collected to build profiles on anyone in the room to sell them goods.\(^\text{56}\) Google filed a patent application to use newer versions of Google Home to monitor and control everything from screen time and hygiene habits, to meal and travel schedules, and other activities.\(^\text{57}\)


52 Id.
55 Id.
56 Id. (describing Amazon’s pending patent application for an algorithm that would let future versions of the device identify statements of interest, such as “I love skiing,” enabling the user to be monitored based on their interests and targeted for related advertising.).
57 Id.; Michael Hicks, Amazon Echo and Google Home patents show the power they have to compromise your privacy, TECHRADAR (Apr. 2, 2018), https://www.techradar.com/news/amazon-echo-and-google-home-patents-show-the-power-they-have-to-compromise-your-privacy (“Amazon’s patent, titled ‘Keyword determinations from conversational data’, would have Echo use ‘voice sniffer algorithms’ to listen for triggering phrases indicating interest in a potential product and then would record and analyze that data for your personal
If this occurs, it may not be long before future versions of voice-enabled devices are used to sell products to consumers. In fact, using surveillance to sell consumer products is nothing novel. Facebook and Google routinely customize ads based on a user’s browsing history and content posted. But there is a distinction between sensing that your computer is spying on you when you actively browse the Internet and suspecting that your home smart speaker is silently assessing the content of your conversations.

A separate Google patent application describes how a device could use optical sensors to analyze such signals as speech volume, breathing rate, crying, coughing, and sneezing to categorize a user’s mood or physical condition. Used in conjunction with a voice-activated device, this data could be used to promote such products as medicines, and therapeutic aids.

Besides using voice surveillance to sell consumers tailored products, the prices consumers are quoted for the same products may vary depending on the location of the household. Online retailers already adjust prices, offers, and descriptions for products based on a customer’s discoverable characteristics such as browsing history and geolocation. Conversation data collected by voice-enabled devices about a speaker’s perceived mood, urgency, or projected life decisions could provide retailers with even more psychographic ammunition, which could result in a dangerous new level of marketing persuasion.

interests and sell the data to “advertisers or content providers” for personalized ads.”).


59 Confessore, supra note 6; see also Alexandra Suich, Little Brother, THE ECONOMIST (Sept. 11, 2014). https://www.economist.com/special-report/2014/09/11/little-brother (quoting Chris Babel of TRUSTe, an online privacy service provider, as saying, “A site is not one company any more. A site is tens of hundreds of companies all knowing where you are and what you’re looking at.”).

60 Laura J. Bowman, Pulling Back the Curtain: Online Consumer Tracking, 7 US J. OF L & POL’Y FOR INFO. SOC’y 721, 748-50 (2012); Confessore, supra note 6.


64 Id. (describing price variations based on IP address, smartphone location and physical location); Confessore, supra note 6 (describing retail websites that provide price information based on location).
C. What Is this Data Used for?

Consumers, whether they know it or not, routinely give companies massive amounts of data about their location, online search behavior, and purchasing habits via digital devices.65 This data likely contains personally identifiable information (PII).66 The National Institute of Standards and Technology (NIST) defines PII as:

Any information about an individual maintained by an agency, including (1) any information that can be used to distinguish or trace an individual’s identity, such as name, social security number, date and place of birth, mother’s maiden name, or biometric records; and (2) any other information that is linked to an individual, such as medical, educational, financial, and employment.67

This has important legal ramifications. Companies can only disseminate personal data by removing traceable PII.

Whenever individuals go online or use an Internet-enabled app, they may be unknowingly disseminating their information to multiple entities.68 For instance, if a user shares their occasional enjoyment of alcoholic beverages on a dating website, then the dating website may sell this information to a marketing company.69 The marketing company can mine that data for valuable elements, then categorize and sell it.70 Metadata can be collected to provide additional

65 Melody Ucros, 10 Sneaky Ways Companies Are Collecting Data to Understand Customers, MEDIUM (Jan 12, 2018), https://medium.com/@melodyucros/10-sneaky-ways-companies-are-collecting-data-to-understand-customers-be0b9089d54a (describing numerous ways that companies collect data on customer behavior, often without their knowledge).

66 Stephen E. Embry, Developments in the rules governing Personal Identifiable Information may have unexpected consequences for lenders and other businesses, LEXOLOGY (June 18, 2015), https://www.lexology.com/library/detail.aspx?g=41b7a141-deba-4101-847f-fdb7e0e62879 (noting that Radio Shack pioneered the collection of PII and when Radio Shack was sold, the buyer had to decide whether the customer data it collected would be included in that sale, and whether such a sale would violate the original customer privacy policy).


attributes about the source of the data and other details about its history. The aggregated data can then be categorized and repackaged before being offered to buyer entities. Data brokers or data warehousing companies hold reams of accumulated data, amassing vast amounts of demographic, socioeconomic, psychographic, and even physiological data about consumers. This data is disseminated by sale or license, to private and public entities.

Consumer data purchasers claim to use the data for a number of purposes, including improving customer experiences and understanding consumer habits. With the help of detailed data broker-built profiles, companies are able to make informed business decisions and create customer specific ads. Increasingly, consumer data, treated as a valued commodity, has been collateralized to obtain capital or secure credit.

---

71 What is metadata and why is it as important as the data itself?, OPENDATA SOFT (Aug. 25, 2016), https://www.opendatasoft.com/2016/08/25/what-is-metadata-and-why-is-it-important-data (providing an overview of what metadata is, its history, and how it provides context to interpret and analyze other data).
72 Steve Kroft, THE DATA BROKERS: SELLING YOUR PERSONAL INFORMATION, CBS NEWS (Mar. 9, 2014), https://www.cbsnews.com/news/the-data-brokers-selling-your-personal-information (describing how data mined from the Internet is used to create and sell dossiers on individuals; habits and traits); McGregor et al., supra note 70 (showing that companies mine data to provide information about individuals such as social status, and that data can be used to determine more information about people, such as whether they are pregnant).
73 Kroft, supra note 72 (providing examples of data that is sold about an individual including “religion, political affiliations, user names, income, and family medical history” and information about particular diseases or conditions such as alcoholism, depression, psychiatric disorders, genetic problems and/or sexual orientation); What Is Psychographics? Understanding The ‘Dark Arts’ Of Marketing That Brought Down Cambridge Analytica, CBINSIGHTS (June 7, 2018), https://www.cbinsights.com/research/what-is-psychographics (distinguishing between demographics and psychographics and explaining how this information is gathered and used to tailor sales and increase clicks on ads).
75 Andrew McAfee & Erik Brynjolfsson, Big Data: The Management Revolution, HARV. BUS. REV. (Oct. 2012), https://hbr.org/2012/10/big-data-the-management-revolution (stating “In particular, companies in the top third of their industry in the use of data-driven decision making were, on average, 5% more productive and 6% more profitable than their competitors.” While also noting that companies like Sears used analytics to rapidly improve the quality of its promotions to better give customers what they want.).
76 Lipman, supra note 10, at 779 (providing an example of retailer predicting customer pregnancy and strategically targeting ads at her).
77 Nguyen, supra note 13, at 566, 581 (describing databases used for marketing and as assets).
II. CLASSIFYING PERSONAL DATA

A. Consumer Data as an Intangible Asset

To probe who owns voice-captured personal data, it is helpful to first understand how data is classified as an intangible asset. An asset is defined as a resource, or “an item that is owned and has value.”\(^7\) Assets include “cash, inventory, equipment, real estate, accounts receivable, and good will [property, or] all the property of a person available for paying debts or for distribution.”\(^8\) Intangible assets are non-physical assets that have a useful life of more than one year and are often comprised of “all of the elements relating to a business enterprise that exist after the monetary and tangible assets have been identified.”\(^9\) Its existence depends on “the presence, or the expectation, of earnings.”\(^10\) Some intangible assets can be freely exchanged, while others cannot be separated from the business entity that owns them.\(^11\) In addition to customer lists—which are comprised of data—common types of intangible assets include patents, copyrights, and licenses.\(^12\)

A customer list generally arises by contract and can be a simple list with customers’ contact information, or, a complex database with customers’ transactional history, personal information, demographics, and preferences.\(^13\) Businesses commonly lease or exchange their customer lists with other businesses. However, a customer list subject to confidentiality, or other agreement prohibiting its sale, lease, or exchange, cannot be separated from the original business entity.\(^14\)

Other intangible assets include, copyrights and licenses. A copyright protects the rights of originators of creative works such as writings, songs, films, software code, website designs, marketing materials, and product renderings.\(^15\)

---

\(^{7}\) Asset, BLACK’S LAW DICTIONARY 140 (10th ed. 2009).

\(^{8}\) Id.


\(^{10}\) Id.

\(^{11}\) FINANCIAL ACCOUNTING STANDARDS BOARD, EITF ABSTRACTS: RECOGNITION OF CUSTOMER RELATIONSHIP INTANGIBLE ASSETS ACQUIRED IN A BUSINESS COMBINATION 1 (2008).

\(^{12}\) What Are Intangible Assets?, supra note 81.

\(^{13}\) FINANCIAL ACCOUNTING STANDARDS BOARD, supra note 82, at 2.

\(^{14}\) Id.

\(^{15}\) A copyright arises automatically when the creative work is put into tangible form and gives its author the exclusive right to publish, reproduce, perform, and produce derivatives from the work. While not required, registration with the USPTO provides notice to the public and the legal ability to enforce the copyright against infringement. Copyright Basics, UNITED STATES PATENT AND TRADEMARK OFFICE, https://www.uspto.gov/learning-and-
A license is a contract used to transfer an exclusive or non-exclusive right to use an owner’s intellectual property to a third party in exchange for a fee or royalty.\textsuperscript{87} Whether held by a company or sold to a third party, personal voice data is characterized as intangible property because of its similarity to customer lists and relationships. If a company licenses this unaltered data, then the license itself is still classified as intangible property.\textsuperscript{88} If a company alters or edits the data it collects, consolidates it with other data, and repackages it or gives it a proprietary structure, the data could become intellectual property, which remains classified as intangible property under the Uniform Commercial Code (UCC).\textsuperscript{89} However, if a company combines recorded voice captured data with metadata and user account data, it may acquire characteristics of PII, which carries additional privacy rights.\textsuperscript{90}

Notwithstanding its acceptance as a type of business property, consumer data is currently not recognized as personal property. The court in \textit{In re Facebook Privacy Litigation} held that “personal information” was not property under the California’s Unfair Competition Law for purposes of allowing consumers who provided personal data to bring a claim under the state’s consumer protection law.\textsuperscript{91} On appeal, the 9th Circuit affirmed the District Court’s ruling that personal information does not constitute property under California’s consumer protection law.\textsuperscript{92} However, the court partially reversed the District Court by holding that the lost value of the sale of personal information fulfilled the damages requirement for breach of contract and fraud claims.\textsuperscript{93}

B. Voice-Captured Data as Intellectual Property

Historically, consumer data is not readily classified as intellectual property. Whether voice-captured consumer data would fare better as intellectual property is worth examining, particularly in its form as recorded original speech. The primary categories of intellectual property are patents, copyrights, trademarks,
and trade secrets.\textsuperscript{94} The Supreme Court held that facts and compilations of facts, including electronic data, are not copyrightable because they lack originality.\textsuperscript{95} Furthermore, databases do not qualify as patents or trade secrets since they do not require invention, nor are they considered business secrets.\textsuperscript{96} Congress has “consistently declined to pass legislation that would protect databases as a new or \textit{sui generis} form of intellectual property.”\textsuperscript{97} Federally protected intellectual property consists of industrial or creative material that has been granted a patent with the USPTO or as copyright with the Library of Congress.\textsuperscript{98} If a company creates a new structure, design, or software to use or disseminate data, it may patent such product.

The Copyright Act defines sound recordings as “works that result from the fixation of a series of musical, spoken, or other sounds but not including sounds accompanying a motion picture or other audiovisual work.”\textsuperscript{99} This includes the sound of a person speaking if “the recording contains a sufficient amount of production authorship.”\textsuperscript{100} The U.S. Copyright Office states, “a sound recording typically includes the contributions of the parties whose performance is captured in the recording and the parties who captured and processed those sounds to make the final recording.”\textsuperscript{101}

\begin{footnotesize}
\begin{itemize}
  \item \textsuperscript{94} \textit{Intellectual Property}, \textit{BLACK’S LAW DICTIONARY} (10th ed. 2009) (defining Intellectual Property as “a category of intangible rights protecting commercially valuable products of the human intellect . . . compromise[d] primarily [of] trademark, copyright, and patent rights, but also includes trade-secret rights, publicity rights, moral rights, and rights against unfair competition”).
  \item \textsuperscript{99} 17 U.S.C. § 101 (2016).
  \item \textsuperscript{100} \textit{U.S. COPYRIGHT OFFICE}, \textit{COPYRIGHT REGISTRATION FOR SOUND RECORDINGS} 1 (2017) (discussing types of sound recordings eligible for copyright protection); see 17 U.S.C. § 114 (discussing the scope of exclusive rights to sound recordings).
  \item \textsuperscript{101} \textit{U.S. COPYRIGHT OFFICE}, \textit{supra} note 99, at 1; see also 17 U.S.C. § 101 (explaining that sound recordings are “works that result from the fixation of a series of musical, spoken, or other sounds, but not including the sounds accompanying a motion picture or other audiovisual work, regardless of the nature of the material objects, such as disks, tapes, or
The U.S. Copyright Office clarifies that “[s]hort sound recordings may lack a sufficient amount of authorship to warrant copyright protection, just as words and short textual phrases are not copyrightable. Sound recordings captured by purely mechanical means without originality of any kind also lack a sufficient amount of authorship to warrant copyright protection.”

This gives rise to the question of how long and how original a string of speech must be in order to qualify as copyrightable.

Trade secrets are a type of intellectual property that were largely governed by state law until the Defend Trade Secrets Act of 2016. Trade secrets include a formula, pattern, device or compilation of data that grants the user an advantage over competitors. In order to protect a trade secret, a business must prove that it adds value to the company—that it is, in fact, a secret—and that appropriate measures have been taken within the company to safeguard the secret, such as wishing to keep its customers’ data to use for their own business advantage. However, secrecy requirements are difficult to meet when databases are designed to be marketed and shared.

Without federal statutory protection, original marks and writings still carry some common law protections. Under some circumstances, the original speaker or performer may retain some degree of ownership of that speech if it is embedded in a medium.

---

III. RIGHTS AND PROTECTIONS FOR PERSONAL DATA IN EXISTING LEGAL FRAMEWORKS

A. Sources of Conflict amongst Stakeholders

Disputes can arise among consumers, primary data collectors and subsequent data purchasers. Disputes can also arise between creditors and debtors over data assets that have been collateralized, as well as between multiple creditors or successors in interest to the previous owners. Different legal frameworks may be used to resolve these disputes.\(^{108}\) Stakeholders in voice-captured personal data include primary collectors, brokers, first-tier purchasers, second-tier purchasers, licensees, secured creditors, successors in interest, and the consumers themselves who generate the data.\(^ {109}\)

Voice-activated devices are a consumer good.\(^ {110}\) Consumer goods are governed largely by contract law and supplemented by statutes for consumer transactions. However, contract law is problematic because it can be limited in defining the scope and authority of the collection and use of data.\(^ {111}\) Additionally, contract law does not provide consumers with feasible remedies to pursue claims regarding voice-captured data rights.\(^ {112}\) There are limits in contract law, and even in statutes supplementing them, preventing consumers from adequately pursuing remedies for misuse of their personal data captured by

---

\(^{108}\) See generally Stacy-Ann Elvy, Contracting in the Age of the Internet of Things: Article 2 of the UCC and Beyond, 44 HOFSTRA L. REV. 839, 842 (2016); Successor in Interest, MERRIAM-WEBSTER, https://www.merriam-webster.com/legal/successor%20in%20interest (last visited Dec. 5, 2018) (defining a successor in interest as “a successor to another’s interest in property, especially a successor in ownership of a business that is carried on and controlled substantially as it was before the transfer.”).


\(^{111}\) Elvy, supra note 108, at 842.

\(^{112}\) Stacy-Ann Elvy, Hybrid Transactions and the Internet of Things: Goods, Services, or Software?, 74 WASH. & LEE L. REV. 77, 103 (2017); Michael Silvestro & John Black, “Who Am I Talking To?” - The Regulation of Voice Data Collected by Connected Consumer Products, BUS. L. TODAY (May 2016), https://www.skarzynski.com/siteFiles/files/ABA%20Voice%20Data%20Article.pdf (explaining how California’s Connected Televisions statute is the first to regulate the collection and use of voice data through televisions, but voice recordings collected for other purposes are not explicitly regulated).
voice-enabled devices.\textsuperscript{113}

Agreements between commercial entities governing data are largely removed from consumers.\textsuperscript{114} Once transactions are taken out of the consumer sphere, there is less regulatory protection and government intervention, even when the transactions may involve something that significantly affects consumers. This is because commercial data brokers consider voice-captured data a commodity.\textsuperscript{115} Commodities are governed by the law of commercial transactions, licensing, and secured transactions, rather than by federal consumer protection statutes.\textsuperscript{116}

B. The Limitations of Contract Law

When consumers purchase voice-activated devices, and the device servicers provide consumers with content or services through the device, a relationship is formed between the two parties.\textsuperscript{117} Contract law will generally dictate this relationship. Freedom of contract principles are prevalent in common law and likewise are incorporated throughout the entire UCC, subject to statutory limitations.\textsuperscript{118}

Contracts between entities relating to sales and licensing of data are likely to be governed by common law rather than UCC Article 2, although other UCC articles may apply.\textsuperscript{119} Common law, state statutes and federal law govern the transfer and licensing of property.\textsuperscript{120}

1. The Consumer Purchase Transaction

The UCC and the common law of contracts govern the consumer’s purchase of voice-activated devices from a company storing the user’s data.\textsuperscript{121} It is necessary to analyze whether the consumer transaction is primarily for the sale of goods or for the provision of services.\textsuperscript{122} UCC Article 2 governs sales of

\textsuperscript{114} Elvy, supra note 108, at 843-44.
\textsuperscript{115} Kroft, supra note 72.
\textsuperscript{116} Elvy, supra note 112, at 80-82, 145, 151.
\textsuperscript{117} Id. at 92 n.54, 105, 145.
\textsuperscript{119} U.C.C. §§ 2-102, 2A-102 cmt. (illustrating what type of transactions are covered by Article 2 of the UCC, which does not include sales and licensing of data); RESTATEMENT (SECOND) OF CONSUMER CONTRACTS §1 cml. 10 (AM. LAW. INST. 2017).
\textsuperscript{121} Elvy, supra note 108, at 840-42; see U.C.C. § 2-105 (defining goods as things that are moveable).
\textsuperscript{122} Elvy, supra note 112, at 105.
goods, while the common law of contracts governs services.\(^\text{123}\) The UCC generally defines goods as “all things that are moveable.”\(^\text{124}\) Since devices are moveable, their sales would be covered by Article 2, of the UCC.\(^\text{125}\)

Unlike sales of goods, contracts for services are covered by common law rather than by UCC Article 2.\(^\text{126}\) However, Article 2 of the UCC may still cover the sale of goods even when the goods are bundled with services.\(^\text{127}\) This is relevant when examining the device’s more service-like functions such as performing household tasks, inquiries, and shopping.\(^\text{128}\) The majority of jurisdictions approach these hybrid transactions using the “predominant purpose” test, which assesses whether the predominant purpose of the transaction was to purchase goods, with services being incidental, or vice-versa.\(^\text{129}\) For the sale of goods to predominate in a given transaction, courts analyze factors such as whether the parties intended to enter into a contract for goods or services, the presence of any agreements and their titles, the nature of the seller’s business, and the amounts charged for goods or services respectively.\(^\text{130}\)

Courts apply common law or the UCC to analyze contract formation, performance, and warranties differently when the transaction is for goods or services.\(^\text{131}\) Contract formation under traditional common law has more stringent requirements, especially contracts between merchants and non-merchants.\(^\text{132}\) To sue under common law, privity of contract is required, unlike under the UCC, which provides remedies for indirect purchasers and even non-purchasers of goods.\(^\text{133}\) The statute of limitations to file a claim under the UCC is one to four years.

---

\(^{123}\) U.C.C. § 2-102.

\(^{124}\) U.C.C. § 2-105.

\(^{125}\) Elvy, supra note 112, at 105-12.

\(^{126}\) U.C.C. §2-102; 1 E. ALLAN FARNSWORTH, FARNSWORTH ON CONTRACTS § 1.9 at 43-44 (3d ed. 2004).

\(^{127}\) 1 E. ALLAN FARNSWORTH, supra note 126, at 44.

\(^{128}\) Elvy, supra note 112, at 105-12.

\(^{129}\) 1 E. ALLAN FARNSWORTH, supra note 126, at 44. A minority of jurisdictions, including Maryland, opt for the “gravamen” test instead of the predominant purpose test, which focuses on whether the complaint arises out of the goods or services portion of the transaction. Anthony Pools v. Sheehan, 455 A.2d 434, 440-41 (Md. 1983); Elvy, supra note 112, at 105-12.


\(^{131}\) 1 E. ALLAN FARNSWORTH, supra note 126, § 3.21 at 318-20; 2 E. ALLAN FARNSWORTH, supra note 126, § 8.12 at 493-95; compare 2 E. ALLAN FARNSWORTH, supra note 126, § 3.21 at 587-89, with U.C.C. §§ 2-313-315.

\(^{132}\) 1 E. ALLAN FARNSWORTH, supra note 126, § 1.10 at 65-66.

\(^{133}\) U.C.C. §2-318; 3 E. ALLAN FARNSWORTH, supra note 126.
years depending on the terms contracted by the original parties, while common law could allow up to ten years, depending on the jurisdiction.134

2. Consent for Data Collection

The purchase of a device raises the issue of whether the purchaser has provided consent to the device servicer to collect the consumer’s voice data. A legal contract governing the relationship between the consumer and the device provider may arise through express language or implied consent by performance by the parties.135 In an express contract, the parties explicitly state their intention to enter into the contract, either orally or in writing.136 In contrast, an implied contract is created by conduct; the parties interact in a manner from which a contract can be inferred.137

Companies that collect data from individuals browsing their sites generally provide a written agreement that governs both parties’ rights and obligations.138 The agreement may appear in the form of a privacy policy, terms and conditions, or another agreement that provides notice to the user of the website.139 A company may use the “browse-wrap” method, which either displays the terms and conditions of use on the website or provides a hyperlink to the user.140 Alternately, a company may use the “click-wrap” method, which requires website users to affirmatively click to confirm they understand and accept the website’s policies.141

At the very least, a website is required to provide users with notice of its privacy policy.142 At the beginning of the contractual relationship, the consumer may be able to ascertain a company’s privacy policy, since companies must publish or make such policies available.143 A company’s policy may limit its sharing of personal data with third-parties, which creates contractual limitations

---

135 Id. §§ 3.10, 3.13 at 251-52, 270.
136 Id. § 3.10 at 251-52.
137 Id. at 252.
139 Id.
140 Id.
141 Id.
142 Privacy Policies are Mandatory by Law, TERMSFEED (Dec. 9, 2018), https://termsfeed.com/blog/privacy-policy-mandatory-law.
143 Allyson W. Haynes, Online Privacy Policies: Contracting Away Control Over Personal Information?, 111 PENN ST. L. REV. 587, 597 (2007) (explaining “the existing legislation requires that a privacy policy be posted, and that the entity abide by that policy, but does not regulate the substance of that policy.”).
to the use of personal data.\footnote{144} A company that has already collected and owns personal data directly from consumers is supposed to notify its users of any changes to its privacy policy.\footnote{145}

For a contract to be enforceable, there must be a meeting of the minds between the parties.\footnote{146} In the case of a website company and its users, the users must give express or implied consent to the terms of the website’s agreement.\footnote{147} Voice-activated devices may include a “shrink-wrap” agreement, describing the terms and conditions of the contract for the good purchased.\footnote{148} If the consumer proceeds to use the device, presumably, the consumer’s performance constitutes implied acceptance of the contract with respect to the use of the goods.\footnote{149} Arguably, use of the device may constitute consent for the use of the service associated with the device.\footnote{150} However, unlike when an internet user enters a website, there is no express agreement presented on the device’s display or speakers informing the consumer that a contract has been formed whereby the consumer has consented to use of its personal data.\footnote{151}

An enforceable contract governing the consumer’s voice data, must have an exchange of consideration between the service provider and the consumer.\footnote{152} Device service providers provide that the consumer agrees to receive service and content through the device in exchange for providing voice data.\footnote{153} Whether consideration exists in this context is of particular importance to consumers, since consumers may not be able to enforce rights to their own data unless they

\begin{footnotes}
\item[144] See Allyson W. Haynes, Web Site Visitors and Online Privacy, 20 S.C.L. 26, 28 (2008) (explaining “In a typical provision, Website users are told that the personal information collected about them may be shared with the Website’s “affiliated providers,” with third parties if “necessary to fulfill a transaction” or based on the user’s consent.”).
\item[145] FTC, Self-Regulatory Principles for Online Behavioral Advertising 11-12 (2009).
\item[146] RESTATEMENT (SECOND) OF CONTRACTS § 17 cmt. c (AM. LAW INST. 1981).
\item[147] Browsewrap vs. Clickwrap, supra note 138.
\item[149] Browsewrap vs. Clickwrap, supra note 138. A shrink-wrap agreement may contain language that a user of the product agrees to the terms and conditions stated in the agreement (or elsewhere that is accessible).
\item[144] Snell & Lee, supra note 149, at 4 (explaining “for enforceable shrink-wrap agreements, courts will find use of the product indicates acceptance of the agreement.”).
\item[150] Hines v. Overstock.com, Inc., 668 F.Supp.2d 362, 366-67 (E.D.N.Y. 2009) (explaining that “Unlike a clickwrap agreement, a browser-based agreement does not require the user to manifest assent to the terms and conditions expressly . . . [a] party instead gives his assent simply by using the website.”).
\item[151] RESTATEMENT (SECOND) OF CONTRACTS § 17.
\item[152] See Pamela Samuelsson, Privacy as Intellectual Property, 52 STAN. L. REV. 1125, 1162-63 (2000).
\end{footnotes}
prove a lack of consideration for authorizing the data’s use by the company.154

Assuming a contract has been formed and is enforceable, the duration of any consent given is not specified.155 Device service providers may argue that device owners implicitly authorize the use of their voice data when they purchase, link, and initiate use of the device with their designated account.156 Theoretically, consumers can interact with the device indefinitely, as long as they maintain an internet connection and user account with the servicer, which means their voice data can be collected indefinitely. The existence of any such ongoing consent would be implied, since—unlike with click-wrap agreements, which require users to scroll through and/or check a box signifying they have read an agreement—consumers using voice-activated devices are not asked to consent expressly to the use of their data each time they make a query through it.157

The question of consent also arises when individuals other than the device purchaser interact with the voice-activated device, including members of the purchaser’s household or visitors.158 These individuals may not even realize such devices are recording them.

3. Does Consumer Consent Extend to Third-Party Data Use or Acquisition?

When a device purchaser gives consent to collect the purchaser’s voice data—either once for an indefinite duration, or, each time a query is made through the device—the consumer may not knowingly or intentionally give consent for

154 In re Facebook Privacy Litig., 791 F.Supp.2d 705, at 717 (holding, based on a California statute, the Consumer Legal Remedies Act (CLRA), that because the plaintiffs had not paid fees to use Facebook, they could not be considered “consumers”).

155 RESTATEMENT (SECOND) OF CONTRACTS § 23 (explaining that a bargain must have “two manifestations of willingness to make a bargain that are each made with reference to the other.”).


157 See Browsewrap vs. Clickwrap, supra note 138 (explaining that click-wrap agreements provide increased notice by requiring users to read or at least acknowledge the existence of an agreement).

158 Raphael Davidian, Alexa and Third Parties’ Reasonable Expectation of Privacy, 54 AM. CRIM. L. REV. 58, 58 (2017) (“Under current Fourth Amendment doctrine, when someone takes a deliberate step to install a microphone in her home with knowledge that her interactive data will be transmitted to a third party, she has no reasonable expectation of privacy. But a more nuanced question arises when someone who is not the device owner is recorded without consent, and the recording is requested without a warrant.”); see Gerald Sauer, A MURDER CASE TESTS ALEXA’S DEVOTION TO YOUR PRIVACY, WIRED (Feb. 28, 2017, 10:00 AM), https://www.wired.com/2017/02/murder-case-tests-alexas-devotion-privacy (“This brings up a more basic question: Do you have to give informed consent to be recorded each time you enter my Alexa-outfitted home? Do I have to actively request your permission?”).
the device servicer to share the data with third parties. Parties in litigation have debated whether consumers provided consent validly, freely and knowingly to third parties.

Entities that collect consumer data are generally required to publish or distribute privacy policies stating how they use the data and with whom they share it (or may share it in the future). Entities are also required to provide updates of any changes to their privacy policy. The Federal Trade Commission (FTC) requires a company that collects PII to provide clear and conspicuous notice to and receive affirmative consent from the individual giving the PII.

---

159 See Sauer, supra note 162 (describing how Google does not ask for a consumer’s permission when it shares voice recordings collected by Google Home, but instead states its intent in the user agreement); but see Commission Regulation 2016/679, art. 6, 2016 O.J. (L 119) 59 (EU) (explaining that under the General Data Protection Regulation in Europe, processing, which includes the dissemination of data, is lawful only if “the data subject has given consent to the processing of his or her personal data for one or more specific purposes” but that processing that is “necessary for the purposes of the legitimate interests pursued by the controller or by a third party” may be lawful as long as said interests are not overridden by “the interests or fundamental rights and freedoms of the data subject which require protection of personal data.”).

160 Kirch v. Embarq Mgmt. Co., 702 F.3d 1245, 1248 (10th Cir. 2012) (“Embarq then moved for summary judgment on the unlawful-interception claim. It argued that . . . the Kirches had consented to any alleged interception [of information] by agreeing to the terms of Embarq’s privacy policy, which gave users notice that their Internet communications could be shared with third parties.”); In re Google Inc. Gmail Litig., No. 13-MD-02430-LHK, 2013 WL 5423918, at *7 (N.D. Cal. Sept. 26, 2013) (“Google contends that all Plaintiffs have consented to any interception [of information]. Under statute, it is not unlawful ‘to intercept a wire, oral, or electronic communication . . . where one of the parties to the communication has given prior consent to such interception.’”); Deering v. CenturyTel, Inc., No. CV-10-63-BLG-RFC, 2011 WL 1842859, at *1 (D. Mont. May 16, 2011) (“CenturyTel argues that . . . since Deering acquiesced his consent by using CenturyTel’s services knowing his Internet activity could be diverted and used to target him with advertisements, the motion [to dismiss the invasion of privacy claim] must be granted.”).

161 CONSUMER FED’N OF CAL., What Should I Know About Privacy Policies?, https://consumercal.org/about-cfc/cfc-education-foundation/what-should-i-know-about-privacy-policies-2 (last visited Jan. 6, 2019) (“A privacy policy should explain how the organization collecting personal information intends to use it [and whether customer information is shared with other companies, and to] whom that personal information may be shared.”).

162 Privacy Policy Requirements, PRIVACYTRUST, https://www.privacytrust.com/certification/privacy/privacy_requirements.html (last visited Jan. 6, 2019) (explaining that one privacy policy requirement for entities is that they must “inform users of . . . any changes in privacy policy”).

163 Embry, supra note 66 (“The FTC requires that there be clear and conspicuous notice [given by a company collecting PII] and affirmative consent [from an individual giving PII].”); see Children’s Online Privacy Protection Rule: Not Just for Kids’ Sites, FED. TRADE COMM’N (Apr. 2013), https://www.ftc.gov/tips-advice/business-center/guidance/childrens-
4. Contract Law’s Remedies for Privacy Policy Breaches

Consumers may sue if their data is leaked outside of the entity or acquired by an unauthorized third parties due to a security breach, provided the consumer can show harm. Consumers who agree to share their personal data may sue these data collectors for breach of contract if they have privity of contract with such entities that collect their data. A breach of contract claim may arise when an entity violates its privacy policy by sharing or selling this data with third-parties, provided the privacy policy states the entity will not share the data. However, if entities are authorized to share data with third-parties, consumers may not have recourse unless they can show the company’s failure to publish any effected changes to the policy.

A company could breach or engage in a deceptive practice by pledging customers’ personal data as collateral, if that company has promised not to sell or share it. If the company defaults on its debt obligation, the collateralized data could be seized or sold by the party holding the security interest. Thus, “even

online-privacy-protection-rule-not-just-kids-sites (explaining that websites and online services covered by the Children’s Online Privacy Protection Act (COPPA) must “provide parents with direct notice of their information practices, and get verifiable consent from a parent or guardian before collecting personal information from children.”).

164 See WASH. REV. CODE ANN. § 19.255.010(13)(a) (2015) (giving an example of a state data breach law which affords consumers injured by a violation of the law the right to “institute a civil action to recover damages.”); see e.g., Remijas v. Neiman Marcus Grp., LLC, 794 F.3d 688, 692 (7th Cir. 2015) (discussing how customers brought a class action lawsuit against a department store for violation of state data breach laws and the customers had to show “that the data breach inflicted concrete, particularized injury on them” in order to recover).

165 See Privacy, BLACK’S LAW DICTIONARY (10th ed. 2014) (defining privity of contract as “the relationship between the parties to a contract, allowing them to sue each other but preventing a third party from doing so.”).

166 See Emily Tabatabai et al., PRIVACY POLICIES AND THE SALE OF CORPORATE ASSETS: It pays to plan ahead to preserve the value of your data assets, ORRICK TRUST ANCHOR (Oct. 20, 2015), https://blogs.orrick.com/trustanchor/2015/10/20/privacy-policies-and-the-sale-of-corporate-assets-it-pays-to-plan-ahead-to-preserve-the-value-of-your-data-assets/ (explaining that companies that “attempt to transfer data in a manner that conflicts with promises made in its privacy policy may face regulatory scrutiny or litigation.”).

167 See Privacy Trust, supra note 167 (explaining that a “user’s choice about personally identifiable information being disclosed to third parties must be honoured,” meaning if a user wants their information shared with third parties, an entity will be authorized to share the user’s data accordingly and will be shielded from liability when doing so).

168 Tabatabai et al., supra note 171 (explaining that companies have the ability to sell data as a corporate asset in a company sale, merger, bankruptcy, or similar corporate transaction); David Zarfes & Michael L. Bloom, Contracts and Commercial Transactions 376 (2011) (“A lender may secure the performance of its loan by taking a ‘security interest’ (a particular kind of property interest) in some of the borrower’s assets (i.e., collateral). If a borrower defaults on its loan . . . the secured lender will have certain rights [such as the right to sell the collateral] which it may exercise against the debtor’s collateral in which the lender holds a security interest.”).
if a company doesn’t actually go bankrupt or isn’t actually sold, its privacy policy might still be deceptive if it has used its customer data as collateral for a loan.”

Simply having an agreement to sell customer data in the event of a bankruptcy or sale could make a privacy policy deceptive. If a policy is found to be unfair and deceptive, the FTC may also bring an action under its statutory authority.

C. Limitations in the Law of Secured Transactions

Devices collect and transmit to their service providers a significant amount of data, some of which contains PII. Given PII’s high value, entities routinely buy, sell, and share data for money. Some companies use data as collateral to obtain capital or credit. Article 9 of the UCC governs transactions (other than finance leases) that involve procuring a debt through a creditor’s interest in a debtor’s property. Since security interests are created and perfected differently depending on their collateral classification, the rights of creditors may differ. Therefore, it makes a difference how voice data and customer information are classified.

169 Daniel Solove, Going Bankrupt with Your Personal Data, TEACHPRIVACY (July 6, 2015), https://www.teachprivacy.com/going-bankrupt-with-your-personal-data; see Tabatabai, supra note 171 (explaining that the proposed sale of Radio Shack customer’s personal information would violate the FTC’s Act prohibiting deceptive trade practices as well as the laws of several states that had Radio Shack stores).

170 See 15 U.S.C. § 45(a)(2) (2006) (explaining that the FTC may also bring an action under its statutory authority if a company’s privacy policy is found to be unfair and deceptive: “The Commission is hereby empowered and directed to prevent persons, partnerships, or corporations . . . from using unfair methods of competition in or affecting commerce and unfair or deceptive acts or practices in or affecting commerce.”); see, e.g., F.T.C. v. Actavis, Inc., 570 U.S. 136, 145 (2013) (explaining that the FTC brought a suit against defendants for allegedly engaging in monopolistic behavior in violation of 15 U.S.C. § 45); Solove, supra note 174 (“The FTC has not pursued a case such as this, but any company that has used its customer data as collateral and that has a privacy policy that does not state that data may be transferred in the event of a bankruptcy could find itself charged with engaging in a deceptive practice—even though it has not gone bankrupt or been put up for sale.”).


175 U.C.C. §§ 9-203, 9-308-13; see also SECURED TRANSACTIONS GUIDE 7237060, para. 4, 180 (stating that a security interest is perfected when it has been attached and has been perfected by a type of method and that perfection may be achieved by possession or by control of collateral, or, by filing a financing statement).
UCC Article 9 classifies customer and electronic stored information as a class of personal property called “general intangibles.” To perfect a general intangible, the secured party is generally required to file a financing statement with the Secretary of State where the debtor is located. The statement filed must contain basic information about the parties and at least a general description of the collateral.

Although trademarks, patents, and copyrights are not explicitly listed in the definition of “general intangible,” the definition’s Official Comment includes “intellectual property” as an example of a general intangible. However, “to the extent that a statute, regulation, or treaty of the United States preempts” Article 9, the UCC’s rules do not apply. In the case of intellectual property, Article 9 of the UCC may be pre-empted by federal law or if the secured party seeks to record a security interest with the USPTO or United States Copyright Office.

In the case of a patent or trademark, the security agreement creating the security interest would need to specifically identify each intellectual property asset applicable to the security interest. Additionally, a secured party in this situation would file a short-form intellectual property security agreement or other document confirming the security interest for public disclosure within three months of the agreement’s date, or before a subsequent purchase.

The Copyright Act preempts Article 9 of the UCC for perfecting a security interest in copyrighted property. To perfect a security interest in registered copyrights and pending copyright applications, secured parties must file a short-form intellectual property security agreement directly with the United States

177 U.C.C. §9-312(a) (AM. LAW INST. 2018).
178 U.C.C. §9-502(a) (AM. LAW INST. 2018).
179 U.C.C. §9-102 cmt. 5d (AM. LAW INST. 2018).
182 Moldo v. Matsco, Inc., 252 F.3d 1039, 1045-46 (9th Cir. 2001) (stating the Patent Act does not preempt every state law, so perfection should be achieved by process laid out in UCC Article 9).
Copyright Office. Under the Copyright Act, priority is usually awarded to the first executed transfer over the first recorded transfer. The Act includes in the “transfer of a copyright ownership” a “hypothecation,” which “is a form of pawning or pledging an asset as collateral for a debt.” To ensure priority, the transfer must be recorded within one month of the transfer agreement’s execution or before a later transfer is recorded. However, holders of unregistered copyrights do not have recourse under state law, which governs security interests in unregistered copyrights, because security interests and any remedies thereof are exclusively under federal jurisdiction.

In contrast to the more demanding intellectual property rights regime, a creditor’s security interest in general intangibles becomes valid and enforceable against third parties once a general financing statement is filed. For this reason, Professor Xuan-Thao Nguyen suggests that UCC Article 9’s procedures for creating enforceable security interests facilitate collateralization of consumer information and contribute to the violation of consumer privacy. One benefit to having a security interest is the enforceability against the debtor and/or third parties. This means that “if the defaults, the creditor may repossess and/or sell the collateral property to satisfy the debt.” This raises the question of whether a company is prohibited from collateralizing personal data that it may not be allowed to sell in compliance with a regulation of its own privacy policy.

In the event of a company’s acquisition, merger, ownership change, or default, a creditor or other unforeseen party may acquire the data previously owned by the primary company. Article 9 of the UCC provides for temporary perfection in collateral owned by a successor before the merger, or, collateral

---

185 Id.
186 Id.
188 Hornick, supra note 189.
189 In re World Auxiliary Power Co., 303 F.3d 1120, 1126 (9th Cir. 2002) (holding that unregistered copyrights are not covered by the Copyright Act, and there is no way for a secured creditor to preserve a priority in an unregistered copyright); WILLIAM D. WARREN & STEVEN D. WALT, SECURED TRANSACTIONS IN PERSONAL PROPERTY 385 (Robert C. Clark et al. eds., 9th ed. 2013).
191 Nguyen, supra note 13, at 588-90.
acquired by the successor within four months after the date of the merger.195

However, it is uncertain what happens to the data assets of a company in bankruptcy. Bankruptcy trustees have an obligation to maximize the recovery for unsecured creditors, while bankruptcy courts have an interest in balancing the rights of the debtor, secured creditors, and unsecured creditors.196 Thus, a bankruptcy may result in transfer or liquidation of all of a debtor’s allowed assets to satisfy a debt, which may include personal data assets.197

At least five recent corporate bankruptcies have brought to light issues with personal data held as assets at the time of bankruptcy.198 As an example, RadioShack had to destroy valuable customer data because the bankruptcy court would not let the winning bidder purchase it, since it violated RadioShack’s privacy policy.199

IV. SOLUTIONS THROUGH PROPERTY LAW, SECURED TRANSACTIONS, AND STATUTES

A. Voice-Captured Data Should Be Classified as an Independent Property Class

Ideally, a separate class of property should be created that derives from a person’s private physical being, akin to a person’s tissue or genetic property. The hallmark of this type of property is that it is not designed to be sold for commercial purposes. Rather, data collectors may share such data with authorized users by consensual agreement, but it remains property of the user, as the originator. As an alternative, voice-captured personal data should be classified as a type of intellectual property because of its unique quality as recorded speech, in contrast with other types of data which have found little success in being classified as intellectual property.

Either of these two classifications would allow voice-captured data to benefit from property law’s legal framework, which is uniquely suited to handle such data ownership, since it allows shared ownership with multiple concurrent users.

197 JEREMIAH J. SPIRES, 6 DOING BUSINESS IN THE UNITED STATES §94.06 (James M. Wilson, Jr. ed., 2010).
of the same asset.\textsuperscript{200} Property law allows multiple parties to hold, use, or inherit rights to the same property concurrently.\textsuperscript{201} Likewise, a single owner of property may sell, license, and use such property as collateral.\textsuperscript{202}

Professor Jane Baron suggests “the bundle-of-rights metaphor captures the fact that ownership of information is divided. It also helps show that the rights, powers, privileges, etc. of any one party with respect to another will not necessarily be the same as another’s with respect to that same other party.”\textsuperscript{203}

This bundle-of-rights metaphor applies to the exchange of personal data “precisely because it heightens attention to the possibility of divided, but shared, rights.”\textsuperscript{204}

At the same time, property law’s creation of legal relationships between parties and concurrent common interests promote better choices with the goal of property preservation and possible value enhancement. Additionally, it recognizes public rights in private property. Perhaps this is why commercial law is starting to use property rights in analyzing contracts involving hybrid goods and intangible assets.\textsuperscript{205}

B. Consumers Should Be Notified of the Creation and Transfer of Security Interests in their Personal Voice Data

Adjusting the process by which security interests in highly personal data are created and enforced may help protect the data’s integrity while minimizing unintended transfers that may harm consumers. This would entail special rules in drafting financing statements for collateral that is classified as personal data,

\textsuperscript{200} Anna di Robilant, \textit{Property: A Bundle of Sticks or a Tree?}, 66 \textit{VAND L. REV.} 869, 870 (2013).
\textsuperscript{201} \textit{Id}. at 879.
\textsuperscript{202} \textit{Id}. at 878.
\textsuperscript{204} \textit{Id}. at 99.
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as well as limitations on who may claim the right to possess it in the event of default.\textsuperscript{206} The consumer may also have to provide approval at certain stages of the transaction.

First, financing statements would need to specify that they contain personal data assets. Currently, financing statements do not require a high level of specificity as to what the security agreement contains.\textsuperscript{207} Second, secured parties would be required to file financing statements listing such assets. Currently, filing is not required, though it helps the secured party assert a claim in the event of a contest.\textsuperscript{208} Filing with the proper authorities would not only notify other creditors, but it would also notify consumers that the data collector has allowed a third-party to acquire a security interest in it.\textsuperscript{209} Thus, even if the data is not technically sold or shared through transmission, consumers are alerted to the possibility of the data changing hands in the future.

Third, parties seeking perfection of security interests in personal data would need to file a statement with the FTC or other appropriate agency, similar to the process by which security interests in copyrights are currently perfected.\textsuperscript{210} This would put the agency on notice. Fourth, the FTC or designated agency would be required to review and approve any transfer or liquidation of personal data collateral stemming from the debtor’s default. This would be similar to the “consumer ombudsman” appointed in bankruptcies involving personal data
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(discussed below).\textsuperscript{211}

C. Federal or State Statutes Should Protect and Restore Consumers’ Rights in their Personal Voice Data

1. Summary of Existing Statutes Governing Personal Data

Ultimately, statutory relief on the federal or state level should effectively protect and restore certain rights to consumers in their own personal data, especially data captured in the privacy of their homes. Although the collection, use, and sale of personal data is already governed by certain statutes, they tend to focus on specific industries or transaction types.\textsuperscript{212}

The Electronic Communications Privacy Act (ECPA) protects private electronic communications from unauthorized access, interception or disclosure by the federal government.\textsuperscript{213} It has been asserted in numerous lawsuits involving the alleged misuse of private information by online companies, where,
for example, plaintiffs have claimed that a company using cookies violates ECPA. Courts have at least considered applying ECPA to suits involving personal data, although most courts find ECPA an insufficient legal argument in such suits. In re Facebook Privacy Litigation, the court dismissed the plaintiffs’ claims under ECPA, finding that “personal information” was not property under California’s consumer protection law. The court distinguished one of its prior cases, Doe 1 v. AOL, LLC, and found that, because the plaintiffs had not paid fees to use Facebook, they were not “consumers,” and thus could not state a claim under the California consumer protection statutes.

The Federal Trade Commission Act gives the FTC power to take action against companies which fail to comply with their own privacy policies or which otherwise misrepresent their information management practices. In FTC v. Toysmart.com, Toysmart promised that it would never share customer information with a third party in its privacy policy. When Toysmart filed for bankruptcy, its main asset was its customer data, which was highly coveted due to its value. Since selling the data to a new corporate buyer would violate Toysmart’s promise not to share customer data with a third party, the FTC issued a complaint that Toysmart violated Section 5 of the FTC Act, which “prohibits unfair or deceptive acts or practices in or affecting commerce.” A breach of a privacy policy is a deceptive practice. Consequently, Toysmart settled with the FTC by agreeing to sell its business only to a “Qualified Buyer” that was in a similar line of business, in this case in “areas of education, toys, learning, home and/or instruction, including commerce, content, product and services.” The buyer would also have to abide by the terms of Toysmart’s privacy policy for the data it acquired from Toysmart.
The Children’s Online Privacy Protection Act protects the personal information of children under the age of thirteen that is collected online. Claims have been made that voice-activated digital assistants in homes may violate children’s privacy laws.

Few statutes address the collection and use of PII. The Health Insurance Portability Act imposes security standards to the privacy of individually identifiable health information. This may apply to any e-commerce company with a focus on health care or related topics. However, voice-captured biometric data such as size, weight, physical discomforts, lifestyle preferences, and pregnancy, may violate health privacy laws.

The Bankruptcy Abuse and Consumer Protection Act of 2005 (BACPA) instituted safeguards to protect consumer data by requiring use of a “consumer ombudsman” in bankruptcies involving consumer data. Section 101(41A) of the Bankruptcy Code defines PII within the meaning of the Code, “if provided by an individual in connection with obtaining a product or service from the debtor primarily for personal, family or household purposes.” Section 363(b)(1) of the Code provides that if the debtor has a privacy policy in effect at the time of the bankruptcy filing which prohibits the transfer of PII, the PII cannot be sold in bankruptcy unless additional requirements are satisfied. If triggered, section 363(b)(1) prohibits the sale of PII unless the bankruptcy court finds that the sale is consistent with the debtor’s privacy policy or the court approves the sale at a hearing after (a) appointing a consumer privacy ombudsman to assist the court in reviewing the facts and circumstances of the sale and (b) finding that the sale of the information would not violate applicable
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non-bankruptcy law. This issue has been litigated in the RadioShack bankruptcy case described above, as well as in other cases.

2. Proposed New Legislation Governing Use of Voice-Captured Personal Data

Voice-captured data from consumer devices may contain PII, since device owners are linked to an account identifying them as specific users. This is distinct from anonymous IP addresses, which identifies computers and other devices connected to the Internet. This fact, combined with the private nature of information typically transmitted by household voice-activated devices—health, measurements, personal preferences, and personal conversations, to name a few—makes such data even more critical to protect from dissemination, particularly for commercial uses.

Voice-activated devices also capture data from children under thirteen. This collection of data from children could be illegal and violate child privacy laws. Even if collecting such data is permissible, its acquisition or use by third-parties may not be.

The European Union’s recent General Data Protection Regulation (GDPR) provides a robust model enhancing the rights of citizens to affirmatively consent, access, transfer, and erase data collected from them. GDPR may already affect...
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personal data usage in the United States.\textsuperscript{243} This legislation, which became effective May 25, 2018, is designed to “harmonize data privacy laws across Europe, [protect] and empower all EU citizens data privacy[,][and reshape] the way organizations across the region approach data privacy.”\textsuperscript{244} By “replacing the 1995 data directive, GDPR comprises ninety-nine articles setting out the rights of individuals and obligations placed on organizations covered by the regulation.”\textsuperscript{245} Among these is the right of people “to have easier access to the data companies hold about them, a new fines regime and a clear responsibility for organizations to obtain the consent of people they collect information about.”\textsuperscript{246}

Amongst the changes, the GDPR creates the right of individuals to access the data companies hold about them—not only free of charge, but within one month of the request.\textsuperscript{247} This combined with a portability provision, gives individuals the right to also transmit or transfer the data a company holds about them to a different company.\textsuperscript{248} Moreover, under the “Right to Be Forgotten,” individuals can have their data erased when it is no longer necessary for the purpose for which it was collected.\textsuperscript{249} Grounds for erasing data include the individual’s having withdrawn consent, a lack of legitimate interest in keeping it, and if it was unlawfully used.\textsuperscript{250}

The standard for providing consent became stricter under the GDPR, as companies now have to provide individuals with an intelligible and more easily accessible form to provide consent, and that form must describe the purpose for which the collected data will be used.\textsuperscript{251} Not only must consent be described clearly and provided without confusion, individuals have the right to withdraw
their consent as easily as they provide it.\textsuperscript{252}

Although the GDPR does not expressly protect voice data captured by smart speakers, Article 22 of the GDPR addresses artificial intelligence, stating “the data subject shall have the right not to be subject to a decision based solely on automated processing, including profiling, which produces legal effects concerning him or her or similarly significantly affects him or her” without clear consent.\textsuperscript{253} As a result, in Europe, AI technologies that interact with consumers, such as smart speakers and self-driving cars, will now have to provide explicit statements that they are listening and receive opt-in consent to record.\textsuperscript{254} Devices such as Amazon Echo or Google Home might satisfy this requirement by playing a brief verbal statement upon setup that asks the owner to approve the use of his or her personal data, though there could be a need for additional periodic consents.\textsuperscript{255}

Another GDPR provision that could impact voice data pertains to rules about algorithm decision making.\textsuperscript{256} The “GDPR provides that a person whose data is collected has a general right to a human review and explanation of algorithmic decisions involved in the process, which may become problematic for companies that automate certain data collection processes.”\textsuperscript{257}

Following enactment of the GDPR, the European Union’s Council promptly drafted the equally significant E-Privacy Regulation (EPR), expected to take effect in 2019 or 2020.\textsuperscript{258} The EPR is intended to complement GDPR by restricting the ways in which voice data may be used.\textsuperscript{259} While EPR’s
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predecessor, the E-Privacy Directive, originally regulated email and SMS text messages—excluding newer communication providers such as instant-messaging and voice-over IP companies—EPR’s coverage extends beyond the traditional wired, mobile, and satellite-based telecommunications providers to include WhatsApp, Facebook Messenger, and Skype, among others.260

Unlike the GDPR, which focuses on protecting personal data, the EPR applies to confidentiality in electronic communications, including confidentiality of non-personal data and meta-data that is related to a person.261 Furthermore, EPR proposes to limit the use of voice data by prohibiting its processing by anyone except the end-user, potentially cutting out entities that perform product research, design, and development, and by restricting the legitimate grounds for processing to those entities obligated to fulfil a contract or who have explicit consent to process the data.262 EPR also addresses grounds for retention and deletion of voice data.263

The EPR will apply to U.S. companies that provide electronic communications and that use such communications to send direct marketing content, collect information from users, and implement cookies, including messaging applications.264 Companies will need to secure the contents and metadata from those communications by anonymizing or deleting it.265

Where neither federal nor foreign laws are able to reach and protect voice-captured data, progressive state laws may help fill in gaps.266 California is one of the first states to codify the right of privacy in its constitution, and continues to be on the forefront of protecting certain types of consumer data.267 These laws attempt to balance commercial interests with consumer privacy interests by placing limits on the sale and sharing of personal data acquired in certain circumstances.268 California’s legislature has introduced as many as fourteen
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new bills pertaining to privacy in one year.\textsuperscript{269} For example, in addition to
requiring all websites that collect personal data to display a privacy policy,
California’s Attorney General developed an agreement with mobile application
platforms that encourages developers to provide users with privacy policies
before downloading the application.\textsuperscript{270}

In 2015, California’s “Privacy Rights for California Minors in the Digital
World” went into effect, which requires website operators that target minors (or
know that minors use their websites) to allow minors the ability to access and
delete information posted by the minors.\textsuperscript{271} In addition, such websites must
inform minors of their rights and how they may exercise those rights.\textsuperscript{272} In the
same year, an amendment to California’s Online Privacy Protection Act was
signed, which requires website operators to disclose if third parties, such as
advertising networks and data analytics companies, collect PII that reveal a
consumer’s online history, including whether the consumer browses different
websites in conjunction with the operator’s sites and services.\textsuperscript{273} Website
operators must also disclose how they treat consumers’ elections to use such
signals as do-not-track mechanisms by which consumers may indicate data
collection preferences during their online sessions.\textsuperscript{274}

Most recently, California ushered in the groundbreaking California Consumer
Privacy Act (CaCPA) of 2018, which gives its residents more control over their
data that is collected by companies.\textsuperscript{275} By housing the world’s fifth largest
economy, America’s most populated state has made waves on this side of the
Atlantic by arming its consumers with unprecedented rights to access, protect,
and delete data collected about them.\textsuperscript{276}
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Enacted in June 2018 and amended in August 2018, CaCPA is anticipated to take effect January 1, 2020. This sweeping legislation protects the personal information of not only California’s consumers (even those who temporarily leave the state) but of its employees, students, and patients. Likewise, “personal information” is defined broadly as “any information that . . . relates to . . . a particular consumer or household” and can be protected even if it does not contain a name. This unnamed personal data may include a household’s utility usage, a person’s IP address or browsing history, and an employee’s job description—provided it can be “reasonably linked, directly or indirectly, with a particular consumer or household.”

CaCPA allows protected individuals to request a record of an organization’s data about the individual with respect to how the organization is using and sharing that data with third-parties. Organizations that sell data will be required to disclose it, and protected individuals will have the right to object to the sale of their data. Objection to sale of data will become relatively easy since organizations will have to display a conspicuous “Do Not Sell My Personal Information” button on their home page.

Protected individuals will also have the right to have their data erased, subject to exceptions for completing business transactions, doing research, complying with free speech, and using the data internally for analytical purposes. Companies located worldwide will be required to comply with CaCPA if they receive personal data from California residents and engage—either by themselves or through a parent/subsidiary—in one of the following: (1) earn an annual gross revenue of $25 million; (2) hold personal information of at least
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50,000 California residents, households or devices per year; or (3) derive at least half of their revenue from selling California residents’ personal information.  

Other laws addressed by California’s legislature include placing data restrictions on credit-card purchases and debit-card purchases, regulating how consumer health management applications can use data, and facilitating consumers’ rights to a class action lawsuit for harm arising from sharing their PII without express opt-in consent.  

Surprisingly, some of the nation’s most prominent technology companies are now lobbying for a federal privacy law. Reacting to concerns that CaCPA could spur legislation in other states, which could lead to potentially more constraints than GDPR, technology leaders such as Facebook, Google, IBM, and Microsoft hope to mobilize a federal privacy law that would supersede California’s privacy law and replace it with more flexible rules on a national level. These laws would leave the relative discretion in how to handle personal digital information up to the companies in question.  

While technology companies argue that increased state legislation could lead to a compliance nightmare, consumer and privacy groups worry that weakening California’s standards could have an adverse effect on consumers, particularly in light of Facebook’s recent scandal involving the allegedly unauthorized harvesting of psychographic personal data from 50 million Facebook profiles by consultancy firm Cambridge Analytica. Notwithstanding, Google, Facebook, and other tech giants concede increased regulation of data privacy is inevitable, which may explain the rush to adopt voluntary standards instead of forced mandates.

V. CONCLUSION

First, property law principles should be used alongside contract law to identify and assign appropriate rights to various owners of voice-captured personal data. This is particularly critical to address the sharing and commercial dissemination of personal data beyond a consumer’s contracted consent. Second, UCC Article 9 may benefit from an amendment as it pertains to creation, perfection, and repossession of security interests in data. At the very least, companies that claim

285 Mathews & Bowman, supra note 282; Determann, supra note 275.  
286 Hogan Lovells, supra note 267.  
288 Id.  
290 Kang, supra note 287.
to have a policy of not selling personal data should be limited in their ability to collateralize personal data assets. Third, voice-captured data collected in consumers’ homes deserves a higher level of regulation on a federal level than currently governs data collected by computer or handheld devices through internet browsers. This is critical to protect at-risk parties such as children or unsuspecting household guests who did not provide consent for their voice data to be shared. Even for those adult device users that consented to using the device, stricter measures are warranted due to the intimate nature of conversations and sounds that voice-activated devices may pick up in the privacy of their homes. The recent push by Europe and California to better balance the commoditization of data with the rights of individuals to access and protect their personal data underscores the urgency of addressing this issue using a single, streamlined regulatory scheme.