











Nov. 2012] MISSED OPPORTUNITY 361

approach may be “ill suited to the digital age, in which people reveal
a great deal of information about themselves to third parties.”
More so than Justice Alito, she has a strong appreciation for the effect
of this technology on perceptions of privacy. She then somewhat
narrowly characterizes this effect as implicating the individual’s rela-
tionship with his government.

Awareness that the Government may be watching chills associational and

expressive freedoms. And the Government’s unrestrained power to as-

semble data that reveal private aspects of identity is susceptible to abuse.

The net result is that GPS monitoring—by making available at a relatively

low cost such a substantial quantum of intimate information about any

person whom the Government, in its unfettered discretion, chooses to

track—may “alter the relationship between citizen and government in a

way that is inimical to democratic society.”w9

Justice Sotomayor is alone in discussing these deeper issues. Her
response is almost a hybrid of those offered by both Justice Harlan in
White and Justice Blackmun in Smith. She first seems to suggest that it
is proper to consider societal norms. She then suggests that it is im-
portant to follow Justice Harlan’s lead and examine the desirability of
saddling society with such an intrusion by the police without a war-
rant.” She next states she “would ask whether people reasonably ex-
pect that their movements will be recorded and aggregated in a
manner that enables the Government to ascertain, more or less at
will, their political and religious beliefs, sexual habits, and so on.”"

It is here that her solution falters. In expanding her discussion to
other technologies, she targets the Third Party Doctrine."” In so do-
ing she characterizes the problem as a voluntary disclosure to a third
party, as opposed to an involuntary gathering of data by business.
She frames the digital reality of today as one in which information is

toring generates a precise, comprehensive record of a person’s public movements that re-
flects a wealth of detail about her familial, political, professional, religious, and sexual as-
sociations. . . . The Government can store such records and efficiently mine them for in-
formation years into the future.” (citing United States v. Pineda-Moreno, 617 F.3d 1120,
1124 (9th Cir. 2010) (Kozinski, CJ., dissenting))).

158 Jomes, 132 S. Ct. at 957 (Sotomayor, |., concurring).

159 Id. at 956 (quoting United States v. Cuevas-Perez, 640 F.3d 272, 285 (7th Cir. 2011)
(Flaum, J., concurring)).

160 Jones, 132 S. Ct. at 956 (“I would also consider the appropriateness of entrusting to the
Executive, in the absence of any oversight from a coordinate branch, a tool so amenable
to misuse, especially in light of the Fourth Amendment’s goal to curb arbitrary exercises
of police power to and prevent ‘a too permeating police surveillance.’”” (quoting United
States v. Di Re, 332 U.S. 581, 595 (1948))).

161 Jones, 132 S. Ct. at 956.

162 Id. at 957 (arguing that it should not invalidate Fourth Amendment privacy protections
when information is “voluntarily disclosed” to third parties).
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“voluntarily disclosed” by the public for a limited purpose and con-
cludes that such information should not be “disentitled to Fourth
Amendment protection.”'” In doing so, she seems to join Justice
Alito in framing the issue as a “‘tradeoff’ of privacy for conven-
ience.”"™

In the satellite imaging technology context, as well as with many
other technologies, people do not themselves voluntarily disclose any
such information to the public. They never make the choice to par-
ticipate in such technology. They never have the opportunity to
make such a “tradeoff” of losing privacy in exchange for other social
gains. To the contrary, even their consent is never obtained. In fact,
at times, companies such as Google have actively circumvented the
“third party cookie blocking” privacy feature of web browsers to ob-
tain information without users’ knowledge.'” Therefore, Justice So-
tomayor’s solution of abandoning the Third Party Doctrine offers on-
ly a partial accounting for this problem. While it may address
scenarios where the information is exchanged voluntarily, it does
nothing when the information is obtained unbeknownst to the indi-
vidual.

D. Justice Alito’s Retention of a Compromised Katz

Justice Alito asserts plainly that Katz avoids the problems of the
Scalia approach."” For the reasons previously discussed in Part I.B,
this two-pronged approach is flawed in the context of some of these
technologies. Therefore, this assertion that a properly applied Katz
analysis avoids problems is not without weakness. Even Justice Alito is

163 Jd.

164 Id. (quoting Jones, 132 S. Ct. at 962 (Alito, J., concurring)).

165  Jonathan Mayer, SafariTrackers, WEB POLICY (Feb. 17, 2012), http://webpolicy.org/2012
/02/17 /safari-trackers/ (analyzing the Internet browser Safari’s “cookie blocking” fea-
ture, and efforts by companies like Google and Vibrant to circumvent Internet browser
privacy settings); see also Defendant Google Inc.’s Memorandum of Law in Support of its
Motion to Dismiss Amended Complaint at 1, Boring v. Google, Inc., 598 F. Supp. 2d 695
(W.D. Pa. 2009) (defending Google’s practice of taking pictures of private homes for its
Internet “Street View” feature); Google’s Circumvention of Browser Privacy Settings, EPIC,
hup://epic.org/privacy/google/tracking/googles_circumvention_of_brows.html  (last
visited Sept. 28, 2012) (reporting on Google’s efforts to circumvent Internet privacy safe-
guards in order to target advertising more specifically); Steven Musil, Google wins Street
View Privacy Suit, CNET NEWS (Feb. 18, 2009), hup://news.cnet.com/8301-1023_38-
10166532-93.hunl (reporting Google's successful legal defense of its “Street View” process
of taking pictures of private homes against a reasonable expectation of privacy chal-
lenge).

166 Jones, 132 S. Ct. at 962 (Alito, J., concurring) (“The Katz expectation-of-privacy test avoids
the problems and complications noted above .. ..").
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forced to acknowledge some weakness in the Kafz approach.” He
recognizes that
[TThe Katz test rests on the assumption that this hypothetical reasonable
person has a well-developed and stable set of privacy expectations. But
technology can change those expectations. Dramatic technological
change may lead to periods in which popular expectations are in flux
and may ultimately produce significant changes in popular attitudes.
New technology may provide increased convenience or security at tﬂg:
expense of privacy, and many people may find the tradeoff worthwhile.
Again, here Justice Alito assumes there is a “tradeoff.” How that can
be assumed is questionable in the context of satellite imaging tech-
nology or other data collection mechanisms that do not allow for user
notice or consent. In many instances, a tradeoff can be assumed if
there is an opportunity to demonstrate an expectation of privacy and
but the individual chooses not to take that opportunity. For example,
the decision to participate in social networking, even on a limited ba-
sis with a small network of contacts, brings with it some collection of
data by companies such as Facebook."” However, it may not bring
with it an agreement to be tracked by third parties. With the Library
of Congress archiving all public tweets,”™ the decision to engage in
Twitter involves trading off some privacy. But increasingly, individu-
als are having private data taken from them and assuming there is
nothing they can do. For these reasons, Justice Alito correctly de-
mands a legislative solution."”

V. NEW PROPOSAL: OWNERSHIP OF DIGITAL FOOTPRINTS AND OPT-IN
PROVISION TO SHARE SUCH DATA

While these alternative approaches may be viable in certain cir-
cumstances, they are inadequate for this contemporary problem of a
loss of a Katz subjective expectation of privacy due to commercial
conditioning. On one end of the spectrum of solutions is to do noth-
ing. Justice Alito’s reluctant application of Katz would result in no

167 Id. (acknowledging that the Katz test “is not without its own difficulties”).

168 Id.

169 SeeJuan Carlos Perez, Facebook Admits Ad Service Tracks Logged-Off Users, PCWORLD (Dec. 3,
2007, 12:00 PM), http://www.pcworld.com/article/140225/article.html (reporting that
Facebook admitted to allowing an ad service to track its users activities even while logged-
off from the site).

170 News Releases: Twilter Donates Entire Tweet Archive to Library of Congress, LIBRARY OF
CONGRESS (Apr. 15, 2010), http://www.loc.gov/today/pr/2010/10-081.html (announc-
ing Twitter’s agreement to donate its digital archive of public tweets to the Library of
Congress).

171 See Jomes, 132 S. Ct. at 964 (Alito, J., concurring) (“In circumstances involving dramatic
technological change, the best solution to privacy concerns may be legislative.”).
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expectation of privacy, even in data exposed to the public without
express consent of the individual. In the satellite imaging context,
this would mean the curtilage of the home."” This rather draconian
result provides clarity and may support an originalist view of the
Amendment as protective of the interior of the home. However, this
severe limitation on Fourth Amendment protections, caused by
commercial activity, fails to satisfy. There is something fundamental
about Brandeis’s “right to be left alone.” That right is honored when
society decides that an individual loses said right when he demon-
strates a willingness to sacrifice it. Ruling that one loses this central
right when a commercial entity takes it with impunity affronts this
core value.

The other extreme would be a new constitutional test for a gov-
ernment search. Just as the technology of the telephone drove the
opinion in Katz, so too could the technological development of satel-
lite imaging or other similar technologies drive a new approach.
However, tying a new test for reasonableness to technological ad-
vances is always problematic, as the effectiveness of the new approach
is likely outdated before the ink outlining said test is dry. While this
may have been more manageable in 1967, today’s technology is
changing so rapidly that the ability of the law to respond with the
needed alacrity is questionable. Indeed, the Court noted as much in
2010, cautioning that “[t]he judiciary risks error by elaborating too
fully on the Fourth Amendment implications of emerging technology
before its role in society has become clear.”"”

A. Functionality

The most viable and less extreme solution is a statutory one. Jus-
tice Alito comes the closest to recognizing this as a required solution.
He concedes that some privacy losses are not the product of value
tradeoff, but rather of a situation in which “the public does not wel-
come the diminution of privacy that new technology entails,
[though] they may eventually reconcile themselves to this develop-
ment as inevitable.”'” Justice Alito urges Congress to act, as it is “well
situated to gauge changing public attitudes, to draw detailed lines,

172 Although Justice Scalia obtained five votes for his approach in jones, this arguably does
not affect the proposed scenario by supplanting Justice Alito’s model. As Justice Scalia
concedes, with data intrusions there is often no physical trespass, so Kaiz would apply.
Jones, 132 S. Ct. at 953 (“Situations involving merely the transmission of electronic signals
without trespass would remain subject to Kaiz analysis.”).

173 City of Ontario v. Quon, 130 S. Ct. 2619, 2629 (2010).

174 Jones, 132 S. Ct. at 962 (Alito, J., concurring) (footnote omitted).
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and to balance privacy and public safety in a comprehensive way.”'”
Although such a statutory approach is plagued by the same problem
as a new Fourth Amendment test—the rapid pace of changing tech-
nology—it should not target the technology. Any such approach
should be a functional one and not a technological one.

Functionally, the actual problem is commercial conditioning. Itis
here where the Court has failed to correctly identify the issue and
thus the solution. Justice Sotomayor describes an individual’s data
that has been exposed to and assembled by the government as “vol-
untarily disclosed to some member of the public for a limited pur-
pose ....""" Justice Alito frames the issues as a “tradeoft” which also
suggests a voluntary choice.”” However, in the satellite imaging tech-
nology model and others, the disclosure of information is not volun-
tary, as the individual has been afforded no opportunity to refuse.
This is where Congress must focus.

The problem is really who owns a person’s “digital dossier” or “dig-
ital identity.” Professor Solove coined the term “digital dossier,” not-
ing that it includes information about individuals compiled by “com-
panies [they] have never established any contact with,” through
which others “can glean information relating to [a person’s] financial
transactions, debts, creditors, and checking accounts[,] . . . . race, in-
come, opinions, political beliefs, health, lifestyle, and purchasing
habits[,] . . .. supermarket purchases, . . . . inventory of one’s grocer-
ies, over-the-counter medications, hygiene supplies, and contracep-
tive devices,” among other things.178 Palfrey and Glasser describe it as
all the personally identifiable digital information associated with
one’s name, and they further discuss one’s digital identity as a subset
of information “composed of all those data elements that are dis-
closed online to third parties, whether it is by [one’s] choice or
not.”™ Our current system of Fourth Amendment protection seems
to accept that the “digital dossier” or “digital identity” of an individu-
al is considered abandoned when possessed by a third party. Current
law does not take into account how a third party collects that data or

175 Id. at 964.

176 [d. at 957 (Sotomayor, J., concurring).

177 Id. at 962 (Alito, J., concurring).

178  Daniel ]. Solove, Digital Dossiers and the Dissipation of Fourth Amendment Privacy, 75 S. CAL. L.
REV. 1083, 1092 (2002); see also id. at 1095 (describing digital dossiers as “digital biog-
raphies, a horde of aggregated bits of information combined to reveal a portrait of who
we are based upon what we buy, the organizations we belong to, how we navigate the In-
ternet, and which shows and videos we watch”).

179 JOHN PALFREY & URS GASSER, BORN DIGITAL: UNDERSTANDING THE FIRST GENERATION OF
DIGITAL NATIVES 40 (2008).
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that often the individual had no meaningful opportunity to consent to
either the initial collection of that data or the subsequent sharing of
it."™ A legislative solution must focus on this problem.

Such legislation should focus on commercial services that collect
information from digital dossiers and expose it to the public or other
third parties. In the satellite imaging context, this would mean com-
panies that visually expose concealed private property. In the search
engine world it includes companies that record information about
users and share it with advertisers.” Such businesses should not be
allowed to condition individuals that this information exposure will
just happen, so any expectation of privacy is lost. Rather, the law
should require a meaningful “opt-in” provision prior to making the
information publicly available. Congress must enact legislation that
precludes publication of private data, including images of private
property, when the individual does not opt in to such disclosure.

B. Precedence

While this may at first appear unprecedented, there is a rich histo-
ry of such a response. Justice Alito most recently called for a legisla-
tive response to these inexpensive and intrusive technological abili-
ties.'"™

Historic precedent supports this approach. After Smith, Congress
enacted laws that effectively required procedural review prior to mon-

180 For example, Austrian law student Max Schrems has spearheaded a movement to disclose
the amount of information Facebook collects from its users. See Kashmir Hill, Max
Schrems:  The Austrian Thorn in Facebook’s Side, FORBES (Feb. 7, 2012, 10:03 AM),
http:/ /www.forbes.com/sites/kashmirhill/2012/02/07/ the-austrian-thorn-in-facebooks-
side/. Using a provision in European privacy law referred to as the “right to access,”
Schrems requested that Facebook disclose the dossier collected on him. /d. He received
over 1200 pages of information that he was unaware Facebook had been collecting, in-
cuding: e-mail addresses he never provided, deleted messages, records of who else signed
on to Facebook from his computer, etc. /d.

181 Cecilia Kang, Google announces privacy changes across products; users can’t opt out, WASH. POST
(Jan. 24, 2012), http://www.washingtonpost.com/business/economy/google-tracks-
consumers-across-products-users-cantopt-out/2012/01/24/gIQArgJHOQ _story.html
(describing Google’s plan to integrate data collected across its sites, including its search
engine, YouTube, and Gmail, ostensibly to allow Google to “better tailor its ads to peo-
ple’s tastes”); Hiawatha Bray, Google policy brings privacy worry, THE BOSTON GLOBE (Feb.
24, 2012), htip://www.bostonglobe.com/business/2012/02/24/critics-googlechanges-
threaten-privacy/xIpso7CMd143KjvIC7FygN/story.html?camp=pm (reporting on the
changes to Google’s privacy policies that will allow information gathered about users of
any one of its products, including its Android operating system on smartphones, to be
shared across other Google platforms in order to “deliver more accurate search results
and advertising that is more relevant to individual customers”).

182 See Jones, 132 S. Ct. at 964 (Alito, J., concurring).
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itoring dialed phone numbers."” Congress, through Title IIT of the
Electronic Communication Privacy Act, drafted provisions governing
the use of pen registers, including imposition of a requirement that
government officials first certify before an authorized magistrate that
“the information likely to be obtained is relevant to an ongoing crim-
inal investigation.”™ The Children’s Online Privacy Protection Act
(“COPPA”) forbids the collection of personal information from a
child by website operators unless they obtain verifiable parental con-
sent."” In other words, parents must opt in to that disclosure. More
recently, the federal implementation of a “Do Not Call List” provides
firmer ground for such a solution." Such legislation and rules forbid
direct automatic dialing systems contacting any cellular phone or
phone that would be charged."” Similarly it forbids telemarketing
phone calls without prior consent of party.” Such legislation and
regulations balance consumer protection with commercial interests.
Although an opt-out approach, this legislation supplies precedence
for the proposed governmental regulation.

There is compelling support, not just historical precedent, for
such an approach both abroad and more recently domestically. The
strongest support for this legislative solution comes from overseas.
While here in the United States, the Court has seemingly thrown up
its hands at the reality of the collection of personal data and its impli-
cations for privacy, Europeans have taken a different position."™ Eu-

183  Electronic Communications Privacy Act of 1986, 18 U.S.C. § 3122 (2006) (describing
procedures for applications to the courts by government lawyers for the installation and
use of pen registers or trap and trace devices).

184 18 U.S.C. §§ 3122(a) (2), 3122(b)(2) (2006).

185 15 U.S.C. § 6502 (2006).

186 15 U.S.C. § 6151 (2006).

187 47 CF.R. § 64.1200(a) (iii) (2011).

188 47 CF.R. § 64.1200(a)(2) (2011).

189 An example of European resistance to privacy intrusion is reflected in its response to
Google Street View technology. Some European countries disallowed the collection of
data pending an investigation; in other nations, the individuals physically blocked roads
to keep the vehicles from gathering information. See Geissler, supra note 115, at 899. Still
others fined Google. /d. at 917. Google has been fined by the FCC, sanctioned in France
and Switzerland, banned from collecting images in Greece, and suspended in Austria and
the Czech Republic. Court rules in favour of Google Street View, SWISSINFO.CH (June 8, 2012,
1:41 PM), http:/ /www.swissinfo.ch/eng/swiss_news/Court_rules_in_favour_of_Google_S
treet_View.htmI?cid=32861794 (reporting on the ruling of a Swiss Federal Court requir-
ing Google to implement blurring of faces and car license plates with an accessible pro-
cess for requests to be filed without red tape, and commenting that in Austria and the
Czech Republic, Google Maps Street View has been suspended since 2010); Geissler, su-
pra note 115, at 899, 917 (noting that Greece and the Czech Republic forbade Google
from taking additional images while those countries investigated possible privacy viola-
tions, and that France fined Google 100,000 euros for improperly collecting personal da-
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ropeans have combated the invasion of privacy not by precluding its
disclosure, but by increasing individual control over the data."

The Charter for Fundamental Rights of the European Union af-
fords privacy protection a hallowed place, fundamental to the free-
doms inherent in being human. Article Eight provides that
“[e]veryone has the right to the protection of personal data concern-
ing him or her.”™" This includes the right to have the data processed
“fairly for specified purposes and on the basis of the consent of the
person concerned or some other legitimate basis laid down by law.”"
It further includes the right of access to any data collected.”™” Since
1995, the main European Union legislation in this area has been the
Data Protection Directive, Directive 95/46/EC, which regulates the
processing of personal data.” Personal data includes “any infor-
mation relating to an individual, whether it relates to his or her pri-
vate, professional or public life.”” However, the European Commis-
sion recognized the limits of this directive due to the reality that
“[t]lechnological progress and globalisation have profoundly changed
the way our data is collected” as well as that each European Union
member state implemented it with different rules and regulations.™

ta); Hayley Tsukayama, Google fined by I'CC for impeding Street View probe, WASH. POST (Apr.
16, 2012), http://www.washingtonpost.com/business/technology/google-fined-by-fcc-for-
impeding-street-view-probe/2012/04/16/g1QAePySLT_story.html (describing the FCC’s
decision to fine Google $25,000 for obstructing the Commission’s investigation by not re-
sponding to requests for material information or provide certifications or verifircations of
its responses). Most of the forty countries in which the application is available have ex-
pressed concern over Street View. Court rules in favour of Google Street View, supra.

190 Court rules in favour of Google Street View, supra note 189 (explaining recent decision by
Swiss Federal Administrative Court requiring Google Street View to attend to all requests
by individuals to have their images blurred and anonymity protected).

191  Charter of Fundamental Rights of the European Union, art. 8(1), 2000 O]. (C 364) 10.
This concept of digital protection has been said to be linked to privacy as a “personality
right, . .. predicated on dignity.” Karen Eltis, Breaking Through the “Tower of Babel”: A
“Right to be Forgotien” and How TransSystemic Thinking Can Help Re-Conceptualize Privacy
Harm in the Age of Analytics, 22 FORDHAM INTELL. PROP. MEDIA & ENT. L.J. 69, 93 (2011).
Such an idea also harkens back to Brandeis and Warren’s description of privacy as a prin-
ciple of “inviolate personality.” Warren & Brandeis, supra note 1, at 211.

192 Charter of Fundamental Rights of the European Union, supra note 191, at art. 8(2).

193  1d.

194 Directive 95/46/EC of the European Parliament and the Council of 24 October 1995 on
the protection of individuals with regard to the processing of personal data and on the
free movement of such data, 1995 OJ. (L 281) 31, available at
hup://ec.europa.eu/justice/ policies/privacy/docs/9546-ce/dir1995-46_partl_en.pdf.

195  Press Release, European Commission, Data Protection Reform: Frequently asked ques-
tions at 1 (Jan. 25, 2012), available at http://europa.eu/rapid/pressReleasesAction.do?ref
erence=MEMO/12/41&format=PDF&aged=1&language=EN&guil.anguage=en.

196 Press Release, European Comission, Commission proposes a comprehensive reform of
data protection rules to increase users’ control of their data and to cut costs for business-
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Consequently, on January 25, 2012 the European Commission in-
troduced several proposed reforms to its 1995 Data Protection Di-
rective.” The reforms relevant to this Article focus not on govern-
ment use of data, but further upstream on both data collection and
the use of data once collected. The touchstone for this approach is
not a-nebulous concept of privacy; rather, its framework is more akin
to assessing the right of the individual to own his own data, and the
corresponding lack of a right of commercial entities to take data
without consequences. It is an extension of the “right of personali-
ty'”lQS

The proposal is part of a three-fold regime. The first allows a min-
imum amount of data to be collected." The second demands that
privacy-enhancing default settings be the norm.™ This is known as
“privacy by default.”™ The third involves a concept of “data protec-
tion by design.”*® A hallmark of this is the concept of the individu-
al’s apparent right to continuous control over one’s own information.
For example, this includes the requirement of a data subject’s con-
sent to processing of information.™ Notably, this consent necessarily
would seem to be more than an agreement to a “terms of use” docu-

es (Jan. 25, 2012), available at http:/ /europa.eu/rapid/pressReleasesAction.do?reference
=IP/12/46&format=PDF&aged=1&language=EN&guil.anguage=en.

197 Seeid.

198 Rolf H. Weber, The Right to Be Forgotten: More than a Pandora’s Box?, 2 JIPITEC 120, 121
(2011), available at http:/ /www jipitec.eu/issues/jipitec-2-2-2011/3084/jipitec%202 %20-
%20a%20-%20weber.pdf (explaining that the European concept of “the right to be for-
gotten can be considered as contained in the right of the personality [sic], encompassing
several elements such as dignity, honor, and the right to private life”).

199 Commission Proposal for a Regulation of the European Parliament and of the Council on the protec-
tion of individuals with regard lo the processing of personal data and on the free movement of such
data, at 43-44, COM (2012) 11 final (Jan. 25, 2012), available at http://ec.europa.cu/
Jjustice/data-protection/document/review2012/com_2012_11_en.pdf (Articles 5 and 6).

200  European Commission, How does the data protection reform strengthen cilizens’ righis?,
http:/ /ec.europa.cu/justice/data-protection/document/review2012/
factsheets/2_en.pdf (last visited Oct. 22, 2012) (explaining “privacy by design” and “pri-
vacy by default” as principles that require that “data protection safeguards should be built
into products and services from the earliest stage of development, and that privacy-
friendly default settings should be the norm”).

201 Press Release, European Commission, Security industry: Commission proposes Action
Plan to enable growth—further detils (July 30, 2012), available at
http://europa.eu/rapid/pressReleasesAction.do?reference=MEMO/12/605&format=PD
F&aged=0&language=EN&guiLanguage=en; Commission Proposal for a Regulation of the Eu-
ropean Parliament and of the Council on the protection of individuals with regard to the processing
of personal data and on the free movement of such data, supra note 199, at 56 (Article 23).

202 Commission Proposal for a Regulation of the European Parilament and of the Council on the protec-
tion of Individuals with regard to the processing of personal data and on the free movement of such
data, supra note 199, at 56 (Article 23).

203 Id. at 43-44 (Articles 5 and 6).
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ment. Such “terms of use” agreements do little to effectively inform
the consumer of her rights due to their length and complicated lan-
guage. Additionally, they also hold the individual hostage by preclud-
ing the use of the service if he does not agree to the privacy in-
‘fringements. The reforms address this by stating that “[c]onsent shall
not provide a legal basis for the processing, where there is a signifi-
cant imbalance between the position of the data subject and the con-
troller.”™ Further, the individual does not lose his rights to his in-
formation once consent is given. Rather, he has the right to withdraw
consent at any time.”” Even after made public, the individual retains
a “right to be forgotten and to erasure.” This allows individuals the
right to request their data be deleted and compels the Internet ser-
vice provider to completely delete all personal data belonging to an
individual and communicate that request to third parties.”” The
rights of individuals include rights to transparent information, to in-
formation about and access to data collected, as well as rectification,
and erasure.™

More recently, the federal government has also moved closer to
conceptualizing the need for more individual control over one’s per-
sonal data. In February 2012, the White House announced the
Framework for Protecting Privacy and Promoting Innovation In the Global
Digital Economy.” Here, the White House recognized that “additional
[privacy] protections are, necessary.”m0 This framework contains a
“Consumer Privacy Bill of Rights” that states: “Consumers have a
right to exercise control over what personal data companies collect
from them and how they use it.”™' Additionally, the Bill of Rights in-
cludes the “right to expect that companies will collect, use, and dis-

204 Id. at 45 (Article 7).

205 Id.

206  Id.at 51 (Article 17).

207  Jd.; European Commission, supra note 200.

208 Commission Proposal for a Directive of the European Parliament and of the Council on the protection
of individuals with regard to the processing of personal data by competent authorities for the purposes
of prevention, investigation, delection, or prosecution of criminal offences or the execution of criminal
penalties, and the free movement of such data at 8, COM (2012) 10 final (Jan. 25, 2012), avail-
able at http:/ /eur-lex.europa.eu/LexUriServ/LexUriServ.do?uri=COM:2012:0010:FIN
:EN:PDF (stating the rights of the data subject).

209  Press Release, The White House, We Can’t Wait: Obama Administration Unveils Blue-
print for a “Privacy Bill of Rights” to Protect Consumers Online (Feb. 23, 2012), available
at http:/ /www.whitehouse.gov/the-press-office/2012/02/23/we-can-t-wait-obama-
administration-unveils-blueprint-privacy-bill-rights.

210 THE WHITE HOUSE, CONSUMER DATA PRIVACY IN A NETWORKED WORLD: A FRAMEWORK
FOR PROTECTING PRIVACY AND PROMOTING INNOVATION IN THE GLOBAL DIGITAL ECONOMY
1 (2012), available at hup:/ /www.whitehouse.gov/sites/default/files/privacy-final.pdf.

211 Jd. at 47 (delineating the “Consumer Privacy Bill of Rights”).
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close personal data in ways that are consistent with the context in
which consumers provide the data.”"*

This proposal is a move in the right direction; however, it falls
short. For example, the White House proposal directs the Commerce
Department’s National Telecommunications and Information Ad-
ministration (“NTIA”) to develop the implementation of these rights.
Unlike the European approach, the White House approach appears
to intend a voluntary system for those affected companies. In its re-
quest for comment, the NTIA discussed “encouraging” companies to
develop voluntary codes of conduct that would only be legally en-
forced if participants commit to them and then fail to comply.””
However, voluntary regimes have not been successful.”™ For example,
Google and other such companies change privacy policies with im-
punity to decrease the amount of protection provided by privacy
terms from what it was when customers first signed on with the com-
pany.”” Recently, the Europeans also warned Google that the new

212 4.

213 Multistakeholder Process to Develop Consumer Data Privacy Codes of Conduct, 77 Fed.
Reg. 43, 13098 (Mar. 5, 2012).

214 For example, Google had voluntarily agreed to a consent order in October 2011, follow-
ing an FIC investigation. Elec. Privacy Info. Ctr. v. F.T.C., 844 F. Supp. 2d 98, 100
(D.D.C. 2012), offd, 2012 WL 1155661 (D.C. Cir. Mar. 5, 2012). Three months later,
Google announced that it would change its privacy policy to allow much increased track-
ing of information, leading to the Electronic Privacy Information Center (“EPIC”) filing a
lawsuit that such action is in a violation of an October 2011 consent order in a previous
lawsuit. /d. (“Google announced in January 2012 that it would implement changes to its
user privacy policies for all of its services. EPIC contends that this intended policy
change, which is scheduled to take effect on March 1, 2012, will violate the Consent Or-
der. Although EPIC is not a party to the Consent Order, it filed a motion for temporary
restraining order and preliminary injunction on the grounds that the FTC has a ‘manda-
tory, nondiscretionary duty’ to enforce it.”); see also EPIC v. FT'C (Enforcement of the Google
Consent Order), EPIC, http:/ /epic.org/ privacy/ftc/google/consent-order.html (last visited
Oct. 30, 2012) (summarizing the background and news surrounding EPIC’s lawsuit to en-
force the Google consent order, as well as giving an overview of the legal proceedings);
Somini Sengupta, Consumer Rights Groups Says Google Broke Its Promise, N.Y. TIMES BITS
BLOG (Feb. 8, 2012, 8:45 PM), http://bits.blogs.nytimes.com/2012/02/08/consumer-
rights-group-says-google-broke-its-promise/ (reporting on the respective positions of
EPIC and Google on the litigation surrounding the potential violation of Google’s con-
sent order with the FTC by Google’s announced data collection changes).

215 See John P. Mello Jr., Facebook Changes Privacy Policy Again, PC WORLD (Mar. 21, 2012,
11:17 AM), http:/ /www.pcworld.com/article /252289 /facebook_changes_privacy_policy_
again.html (reporting on Facebook’s decision to eliminate its “privacy policy” in favor of a
“data-use policy” that allows more extensive collection and use of data by the company,
and going on to note that users agree to the statement “simply by using Facebook” (quot-
ing Sarah A. Downey, a Boston-area online privacy attorney)); Kang, supra note 181 (de-
scribing the plight of a Gmail user who “might never have imagined that the content of
his or her [e-mail] messages could affect the experience on seemingly unrelated Web
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policy “does not meet the requirements of the European Directive on
Data Protection,”™" but to no avail.

Additionally, the White House proposal is lacking specifics. As a
technical matter, commercial entities could claim that today’s users
are given a choice not to be tracked that is arguably consistent with
these vague White House concepts. But the choice is false. Consent
must be meaningful for it to be a legitimate protection of privacy. It
currently is not meaningful. Consent is not voluntary if obtained
through a coercive or imbalanced terms of service agreement. By
placing the consent provisions in such an agreement, use of the ser-
vice is conditional on the “consent.” That is hardly a voluntary con-
sent; it seems more akin to coercion. Embedding consent in the
terms of service is simply not a viable option for privacy protection if
individuals cannot avail themselves of the service if they do not con-
sent to the terms. While that may be appropriate for optional prefer-
ences, such as consenting to Internet service providers disclosing in-
formation when lawfully subpoenaed, it is not reasonable to demand
consent to sell personal information to unknown third parties for
profit in exchange for a needed service. For consent to be legitimate,
it must be a result of an opt-in structure.

The concept of an optin provision has some support in the Unit-
ed States Congress. “Do Not Track” bills have been proposed in both
the House and Senate.”” The Do Not Track Me Online Act proposed
to have the Federal Trade Commission promulgate rules for an
“online opt-out mechanism” to allow consumers to effectively and
easily prohibit the collection or use of “covered information.”"”
However, it applied to limited entities whose primary business is col-
lecting such information, covered only limited information, and car-
ried an insignificant penalty.”™ Such a narrow focus does nothing to
prevent the dissemination of one’s image or images of items or prop-

sites such as YouTube” as an illustrative example of the potential privacy consequences of
Google’s decision to integrate data collected across its different services).

216  Letter from Isabelle Falque-Pierrotin, President, Commission Nationale de
I'Informatique et des Libertés, to Larry Page, CEO, Google Inc. (Feb. 27, 2012), available
al http://ec.europa.eu/justice/data-protection/article-29/document:ation/other—
document/files/2012/20120227_letter_cnil_google_privacy_policy_en.pdf.

217 For the House of Representatives bill, see Do Not Track Me Online Act, H.R. 654, 112th
Cong. (2011). A similar bill was also introduced in the Senate. Do-Not-Track Online Act
of 2011, S. 913, 112th Cong. (2011). A narrower third bill targeting the prevention of
tracking of information regarding minor children was also proposed. See Do Not Track
Kids Act of 2011, H.R. 1895, 112th Cong. (2011).

218 Do Not Track Me Online Act, H.R. 654, 112th Cong. § 3(a) (2011).

219 Jd. at §§ 2(2), 2(8), 5(b).
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erty that one has attempted to keep private.”™ The Senate version,
the Do Not Track Online Act of 2011, is perhaps even weaker. It au-
thorizes the Federal Trade Commission to promote regulations that
allow individuals to indicate “whether [they] prefer to have personal
information collected . . . .” Even current coercive terms of service
agreements would seem to comply with this vague proposal. Moreo-
ver, it seems to cover only the initial collection of information, and
not subsequent use.

An opt-in system also appears to be technically possible. For ex-
ample, in the context of satellite imaging, Google has the capability
of obscuring images.” Google Earth and Google Street View have
voluntarily complied with requests from governments to blur images
for security reasons. These include blurring the entire city of North
Oaks, Minnesota, whose roads are private, as well as locations such as
governmental residences, military locations, research facilities, and
energy sources which could be the target of a terrorist attack.”™ In
Germany, Google will blur a resident’s building at his request and
over 244,000 Germans have requested such.”™ The Swiss Federal Su-
preme Court, in reversing an order requiring automatic removal of
all Google Street View images, did require that 99% percent of the
images be anonymized and that Google anonymize the remaining
images upon request in an “efficient and unbureaucratic manner.”
The court did require complete blurring of images of persons and

220 See Geissler, supra note 115, at 915.

221  Do-Not-Track Online Act of 2011, S. 913, 112th Cong. § 2(a) (1) (2011).

222 See, e.g., Kelly Hearn, Terrorist Use of Google Earth Raises Security Fears, NAT'L. GEOGRAPHIC
(Mar. 12, 2007), http://news.nationalgeographic.com/news/2007/03/070312-google-
censor.html (reporting that Google replaced detailed images of British military bases with
pre-Iraq war data).

223 Lora Pabst, North Ocks tells Google Maps: Keep OQut—we mean it, STARTRIBUNE (May 31,
2008) www.startribune.com/lifestyle/19416279.html (reporting on Google’s compliance
with the unanimous request of the citizens of North Oaks, in which roads are privately
owned by residents, to be removed from Google Maps); see also IT Security Editors,
Blurred Owt: 51 Things You Aren’t Allowed o See on Google Maps, IT SkC.,
http://www.itsecurity.com/features/51-things-not-on-google-maps-071508 /.

224 Kevin J. O’Brien, 244,000 Germans Opt Out of Google Mapping Service, N.Y. TIMES (Oct. 21,
2010), http://www.nytimes.com/2010/10/21/technology/21googte.html.  This would
include allowing people to opt out of photo archives.

225  Press Release, Swiss Federal Supreme Court, Data protection matters in the context of
Google Street View: Federal Supreme Court partially upholds Google’s appeal (June 8,
2012), available at http://www.bger.ch/mm_lc_230_2011_d.pdf; see also Marta Falconi,
Swiss Court Hands Win to Google, WALL ST J., June 9-10, 2012, at B4 (reporting on the Swiss
court’s decision to uphold the privacy ruling requiring Google to manually blur out the
1% of faces that are not already blurred).
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vehicle number plates prior to publication.”™ This ruling will require
Google to lower its cameras to prevent viewing over walls and hedges
because the ruling forbids publication of images not visible by pass-
ersby.” After public outcry, Google Maps Street View agreed to blur
depictions of people and license plates in its images.”™ Furthermore,
several Internet companies have expressed support for weak regula-
tions and have not raised technical objections,™ thus implying the
regulations are technically possible.

The debate within the industry has focused not on infeasibility,
but on definitions. In 2012, the World Wide Web Consortium, an in-
ternational organization dedicated to the long-term growth of the
web, convened a Working Group on Tracking Protection.”™ The
purpose of their group was to develop standards for a “Do Not Track”
policy to protect personal privacy, which allows one to use a one-click
browser setting to set up an HTTP header that will tell websites one
does not want to be tracked.™ This discussion focused on definitions
and challenges, and distinguished itself from industry-only efforts.”
Interestingly, according to the privacy organization Electronic Fron-
tier Foundation, the objection to this “Do Not Track” policy comes
from online advertising organizations, who claim it will destroy their
profits.”® In contrast, Microsoft has announced its next version of In-

226  Press Release, Swiss Federal Supreme Court, Data protection matters in the context of
Google Strect View: Federal Supreme Court partially upholds Google’s appeal (June 8,
2012), available at hitp://www.bger.ch/mm_1c_230_2011_d.pdf.

227  O’Brien & Streitfeld, supra note 122; Google Partially Wins in Swiss Street View Privacy Row,
LAw360 (June 8, 2012), hup://www.law360.com/privacy/articles/348310/google-
partially-wins-in-swiss-street-view-privacy-row (reporting on the limitations imposed on
Google by the highest Swiss court).

228 Elinor Mills, Google now zaps faces, license plates on Map Street View, CNET (Aug. 22, 2007,
2:02 PM), http://News.cnet.com/8301<10784_3-9764512—7.html#! (explaining that “partly
in response to criticism,” Google has changed its privacy policies so that “anyone can alert
the company and have an image of a license plate or a recognizable face removed”).

229 Julia Angwin, Web Firms to Adopt ‘No Track’ Bution, WALL ST. J., Feb. 23, 2012, at B1 (report-
ing on the decision of a “coalition of Internet giants” to support the adoption of no-
tracking buttons).

230 Rainey Reitman, April 2012, the State of Do Not Track: Lead Up to Tracking Protecting Working
Group Negotiations in Washington, DC, ELEC. FRONTIER FOUND. (Apr. 5, 2012),
https://www.eff.org/deeplinks/2012/04/april-2012-state-do-not-track-lead-tracking-
protecting-working-group-negotiations (providing an overview of the World Wide Web
Consortium Tracking Protection Working Group meeting).
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President and CEO Randall Rothenberg criticized the efforts of those working for Do Not
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ternet Explorer, IE10, will have “do not track” as its default browser
setting, requiring users to affirmatively optin to tracking.??'4 This
seems to fly in the face of the Association of National Advertisers ar-
gument that such a move will destroy businesses.™

C. Future

These initiatives, both domestic and international, provide sup-
port for legislation requiring an “optin” to information sharing
based on a conceptualization of ownership of digital information.
Such legislation must have certain characteristics. It must address
functionality, not technology. Here the functionality is commercial
grooming to eradicate the reasonable expectation of privacy by ob-
taining information and displaying it. It must have a meaningful opt-
in provision that is not tied to the terms of service. Finally, it must in-
corporate concepts of data ownership by the individual.

In the satellite imaging technology scenario, this could similarly
be accomplished. The individual would by default be assumed nof to
disclose property to the entities that image and publish it. The au-
tomatic setting is to minimum disclosure. If this information is col-
lected, the individual owns the image of his private property and has
the right to preclude its publication.

This legislation, combined with current Fourth Amendment juris-
prudence, would restore the necessary privacy protections. It would
not only protect privacy, but it would do so by providing the mecha-
nism by which one can demonstrate one’s expectation of privacy.
Thus, application of the Katz test would be appropriate because a
court would have some way of determining if a person demonstrated
his expectation by selecting not to opt in to disclosure.

Interestingly, Justice Scalia’s trespass-based solution may then
prove viable, if combined with the concept of ownership of data. 1f the
law were to recognize that individuals own their digital footprints,
then when the government obtains this data in collecting infor-
mation, it has “engag[ed] in physical intrusion of a constitutionally

(stating that advertising industry representatives insist that they be allowed to continue
third-party tracking, even on browsers which have the “Do Not Track” HTTP header for
marketing and online advertising purposes).

234 David Goldman, Microsoft turns on ‘do not track’ by default in I£10, CNN MONEY (June 1,
2012), http://money.cnn.com/2012/06/01/technology/Internetexplorer-do-not-
track/index.htm (reporting on Microsoft’s decision to implement “Do Not Track” as a
default in the new version of Internet Explorer).

235  Id. (reporting on the argument of the Association of National Advertisers that Microsoft’s
plan is “irresponsible”).
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protected area in order to obtain information ....”™ As such, a
search has occurred under Jones. Such a marrying of concepts—
ownership of digital information and a trespass-based analysis—may
then provide additional protection. The landscape would be as fol-
lows: an individual owns her digital footprint when it is information
about herself or about papers, houses, or effects which she has
demonstrated a desire to keep private by not actively disclosing that
information. A company may not condition her expectation of priva-
cy. Rather, information will be private if she has not opted for its dis-
closure. Should the government use technology to gain that infor-
mation, it has conducted a search.

CONCLUSION

The contemporary problem is that individuals no longer possess
true subjective expectations of privacy due to an awareness of the
possibility that information about them will be gathered through
publicly available technologies. The consequences of this must be al-
tered. Under today’s regime, the consequences include a lack of
Fourth Amendment protection. Such should not be the case, partic-
ularly when that lack of expectation is due to commercial condition-
ing. Instead, our legislative response should adopt a data ownership
model for data exposed either through no action of the individual or
collaterally to a transaction. This model should require an opt-in ap-
proach for information sharing and an ability to retrieve published
information when desired. This ownership model works with our
fundamental Fourth Amendment understandings. Thus, the indi-
vidual has an option to demonstrate her privacy expectations and
trigger Fourth Amendment protection.

236  United States v. Jones, 132 S. Ct. 945, 951 (2012) (quoting United States v. Knotts, 460
U.S. 276, 286 (1983) (Brennan, J., concurring)).



